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1.  Introduction
 A.  Previously, separate security policies and doctrines addressed protection of computer systems (COMPUSEC), information transfer systems (i.e., communications security (COMSEC)), and compromising emanations (TEMPEST).   (NAVSO P5239-01)

(1) 
Computer Security (COMPUSEC).  Measures and controls that ensure confidentiality, integrity, and availability of the information system assets including hardware, software, firmware, and information being processed, stored, and communicated. (NSTISSI No.4009)

(2) 
Communications Security (COMSEC).  Measures and controls taken to deny unauthorized persons information derived from telecommunications and ensure the authenticity of such telecommunications.  Communications security includes cryptosecurity, transmission security, emission security, and physical security of COMSEC material.  (NSTISSI No.4009)

(3) 
TEMPEST.  Short name referring to investigation, study, and control of compromising emanations from telecommunications and automated information systems equipment.  (NSTISSI No.4009)

a.  
With today's growth of information processing networks and weapon systems with information processing capabilities, the separate implementation of these related disciplines for information protection is no longer technically or fiscally feasible.  (NAVSO P5239-01)



COMPUSEC + COMSEC + TEMPEST = INFOSEC
b.  
Information Systems Security (INFOSEC).  Protection of information systems against unauthorized  access to or modification of information, whether in storage, processing, or transit, and against the denial of service to authorized users.  (NSTISSI No.4009)



. . . unauthorized access to or modification of information



. . . whether in storage, processing, or transit



. . . denial of service to authorized users

1.  Evolution of the INFOSEC Problem
a.  
History of computer design and development.  In the early days of computing, computer systems were large, rare, and very expensive.  Naturally enough, those organizations lucky enough to have a computer tried their best to protect it.  Computer security was simply one aspect of general plant security.  Computer buildings, floors, and rooms were guarded and alarmed to prevent outsiders from intruding and disrupting computer operations.  Security concerns focused on physical break-ins, the theft of computer equipment, and the physical theft or destruction of disk packs, tape reels, punched cards, and other media.  (Russel & Gangemi, 1992, 25) 

b.  
Exponential rate of growth.  The 1980s saw the dawn of a new age of computing.  With the introduction of the personal computer, individuals of all ages and occupations became computer users.  Computers appeared on desks at home and at the office.  (Russel & Gangemi, 1992, 26) 

c.  
Increased dependence on computer systems.  As PCs proliferated, so did the use of PC networks, electronic mail, and bulletin boards, dramatically increasing the ability of users to communicate with other users and computers.  (Russel & Gangemi, 1992, 26) 

d.  
Trend toward increased service and decreased security.  Computers have been developed with exploitable characteristics, thus making them inherently vulnerable.  Instead of identify and fixing the vulnerabilities the emphasis has always been on improving the performance.  Service and convenience for the user always seem to take precedence over system security.

e.  
Computers exist in an open environment.  On of the major vulnerabilities associated with the PC is it's location.  As stated previously PCs are everywhere and you can not secure them all by simply locking the door on your way out.

f.  
Resources for security are limited.  Managers like to see a return on investment.  Many times money spent on security is viewed as a waste because it is difficult to measure the benefit.  Educating management is a key to getting the resources you need.

g.  
There is a general lack of security awareness.  A little bit of education goes a long way!

2.  Systems Resources
a.  
The INFOSEC program is driven by a need to reduce risk to system resources by identifying their vulnerabilities to specific threats and applying INFOSEC measures to prevent the likelihood or reduce the impact on system assets from a threat occurrence.  In reviewing a system's INFOSEC posture, the following resources should be considered: (NAVSO P5239-01)

(1) 
Information.  The purpose of INFOSEC is to ensure that information is protected from unauthorized disclosure or modification and is available when needed.

(2) 
Hardware.  If unauthorized persons are able to gain access to the hardware, such as the central processing unit (CPU) or disk drives (internal or floppy disks), they could make unauthorized changes.

(3) 
Software.  A system's software (including firmware) must be protected to ensure the integrity of the information being processed, stored, or transferred.  Software needs to be protected during development, while it is being transferred to the system, and during operational use.

(4) 
Telecommunications.  Users need to be able to communicate with the system and transfer information to other users and other systems without the communication path itself facilitating unauthorized access to the system.  

(5) 
Personnel.  Personnel are critical to the correct operation of information systems.  All of the personnel working with the system must be trained in system operations and aware of general security threats to ensure effective and secure use of the system and its information

(6) 
Documentation.  Documentation that describes the hardware and software of the information system is critical to its proper operation and maintenance.

(7) 
Facilities.  The ability of the facility to support the computing requirements (power, space, AC, etc.)  must be considered.  An alternate location should also be identified in case something would happen to the original location.

(8) 
Supplies.  Many people forget about the supplies that are required in order to perform their jobs on a daily basis.

3.  Objectives of INFOSEC.  This section discusses the three primary INFOSEC functional areas.  These three functional areas need to be considered to ensure that adequate countermeasures are employed to meet and counteract the identified and potential threats.  (NAVSO P5239-01)

a.  
Confidentiality.  Confidentiality is the protection of information from disclosure to unauthorized parties.  It is often the most critical security function for an information system.  It may also limit access to sensitive data to an appropriate set of individuals or organizations.  It is concerned with information where the disclosure would be undesirable or unlawful and is not limited to the protection of sensitive user information, but also includes protection of management functions.  (NAVSO P5239-01)

b.  
Integrity.  Integrity is the assurance that information processed, stored, or transferred within a system will not be accidentally or maliciously manipulated, altered, or corrupted.  Additionally, integrity functional supports the ability to detect information that has been altered, unintentionally or maliciously.  (NAVSO P5239-01)

c.  
Availability.  Availability supports the accessibility and reliability of the system and provides assurance of continuity of operations.  Availability-focused countermeasures protect against degraded capabilities and denial of service conditions.  Availability countermeasures address general operational capabilities and specific operational standards.  As an INFOSEC characteristic availability addresses malicious attempts to degrade system operations.  (NAVSO P5239-01)

4.  Threats and Risks

a.  
The system security determination is based on the vulnerabilities, threats, countermeasures, and risks that can be identified for an information system.

(1) 
A vulnerability is a weakness in a system that can be exploited.

(2) 
A threat is a circumstance or event that exploits a given vulnerability.

(3) 
Countermeasures are mechanisms designed into an information system to reduce its vulnerabilities.

(4) 
Risk is the probability that a given threat will exploit a given vulnerability and the existing countermeasures will not stop the threat.

b.  
A risk assessment is performed to evaluate system assets and potential threats and associated vulnerabilities that may impact these assets and to determine the risk status of a system after the implementation of countermeasures.  A determination of an acceptable level of risk is essential in deciding that a system may be used operationally.  (NAVSO P5239-01)

c.  
Threats.  Threats are those circumstances with the potential to disrupt the confidentiality, integrity, or availability properties of a system.  Some possible system threats are:

(1) 
Environment-Related.  We usually don't have the ability to prevent an environment- related threat.  However, we can identify areas that might be susceptible and prepare a contingency plan.

(a) 
Categories

1  
Natural Hazard







{
Fire







{
Water







{
Earthquake







{
Windstorm







{
Lightning







{
Avalanche







{
Static Electricity







{
Animals


2  
Internal Failures and Breakdowns







{
Hardware







{ 
System Software







{
Communications







{
Power







{
Air Conditioning







{
Building Structure

(b) 
Causes

1  
Acts of nature

2  
Acts of people

3  
Deterioration

(2) 
People-Related  

(a) 
Categories

1  
Errors and Accidents







{
User







{ 
Operator







{
Programmer







{
Data Preparation







{
Data Entry







{
Maintenance/Service







{
Manutacture/Vendor







{
Utility Service

2  
Abuse and Malicious Assault







{
Fraud







{ 
Theft (removal or copy)







{
Sabotage







{
Misuse of Information







{
Espionage







{
Embezzlement (removal or copy)







{
Arson







{
Misappropriation of Assets

(b) 
Potential Assailants.

1  
Outsiders







{
Former Employees







{ 
Competitors







{
Hackers







{
Crackers







{
Professional Criminals







{
Protesters







{
Terrorists







{
Agents







{
Foreign Governments

2  
Insiders







{
Users







{ 
Managers







{
MIS Department Staff







{
Security Staff







{
Contractors







{
Consultants







{
Maintenance/Service







{
"White Collar" Criminals

(c) 
Motives and Causes

1  
Motives for abuse and malicious assault







{
Technical Challenge







{
Malicious Mischief







{
Game Playing







{
Peer Pressure







{ 
Provide Favors







{
Personnel Gain/Indebtedness







{ 
Revenge







{
Disgruntlement







{
Cover-up







{
Resistance to Change







{
Publicity







{
Demonstration of Power







{
Political Ideology







{
Extortion







{
Emotional Disorder

2  
Causes for errors and accidents







{
Ignorance







{
Misunderstanding







{
Excessive Complexity







{ 
Incompetence







{
Human Error







{
Carelessness







{
Apathy







{
Fatigue/Overwork







{
Stress

d.  
Vulnerabilities.  Weakness in an information system, or cryptographic system, or components that could be exploited.  (NSTISSI No.4009)  Why do these vulnerabilities exist?

(1) 
Inadequate controls

(2) 
Disregard for controls

(3) 
Mismanagement of controls

e.  
Risks.  Risk is a measure of the potential for loss from a system.  It is a combination of system vulnerabilities, of the likelihood that a threat will exploit a given vulnerability, and of the likelihood that the exploitation attempt will not be stopped by system countermeasures.  (NAVSO 5239-01)  

(1) 
Some of the harmful effects that could occur are:

(a) 
Compromise/Destruction.  If the data becomes compromised we have no way of ensuring confidentiality.  If someone has the ability to compromise you information they can just as easily destroy it.

(b) 
Corruption.  How can you tell if the data has been corrupted once it has been compromised?  You no longer have data integrity.  

(c) 
Interruption.  An interruption of services affects your ability to make your system available to your users.

(2) 
Some potential losses are:

(a) 
Direct or indirect loss of funds, staff time, intellectual property, tangible property, or other assets

(b) 
Erroneous decisions and misallocation of resources

(c) 
Loss of morale

(d) 
Inability to accomplish the mission

(e) 
Legal or regulatory fines or sanctions.

(f) 
Public embarrassment and tarnished image

(g) 
Adverse political reaction

(h) 
Loss of life

5.  INFOSEC Security Measures.  To mitigate the risks associated with operating an information system and to ensure the confidentiality, integrity, and availability of information and those system resources that support that information, security measures need to be implemented.  The measures are some times known as countermeasures or safeguards.  They fall into three broad categories:  (NAVSO P5239-01)

a.  
Technology  (e.g., design of hardware and software configurations and cryptographic equipment)

b.  
Policies and Procedures (e.g., policy/guidance on the use of a system, standard operating procedures, security operating procedures, and incident reporting and control procedures)

c.  
Education, Training, and Awareness (e.g., system security education, threat awareness, and proper system operations training)


By using a combination of the measures in these three categories, the security of the information in a system and the security of the system itself can be maintained.  The security measures will; deter possible assailants, prevent unauthorized access, minimize possible damage, detect intrusions, and enable you to restore your information.

7.  Physical Security
     a.   A balanced ADP security program must include a solid physical security foundation.  The objectives of the physical security measures implemented at any ADP installation are to protect and preserve informational, physical, and human assets by reducing the exposure to various threats which can produce a disruption or denial of ADP services or unauthorized disclosure.  (MCO P5510.14, Marine Corps ADP Security Manual)

The diversity of computer facilities within the Marine Corps makes it undesirable to establish universal, rigid physical security standards.  However, it is recognized that adequate physical security at each facility is important to achieving a secure processing environment. 

         b.  Principle Guidelines

  Physical security standards must be based on an analysis of mission criticality, sensitivity levels of information processed, overall value of the information, local criminal and intelligence threat, and the value of the computer systems/peripheral equipment.  This will be achieved through adherence to the three basic principles stated below:

              (1)  Controlled access to environment.  Public Law 99-474 makes it clear that unauthorized access to government computers is punishable, therefore, we must protect our systems and installations against unauthorized access.

              (2)  Controlled access to files.  Public Law 99-474 also makes it clear that unauthorized access to software products is punishable by law.  This includes, but is not limited to software piracy.

              (3)  Natural Disasters.  As natural disasters cannot be controlled, it is imperative that steps be taken to limit the effects of such disasters.

         c.  Threats to Computer Systems
             The threats to computer resources come in many forms.  Your goal as a security officer should be to minimize those threats through the application of countermeasures that maximize data resource integrity in a cost effective manner.   The threats to computer systems that our physical security measures are designed to counter can be categorized into three main areas:

             (1)  Natural Disasters.  Wild, untamed, unpredictable.  These terms describe those acts of nature that can cause serious damage to both man and materiel.  From tornado to fire, our data systems must be protected against these forces should they ever come up against us.  While we can not prevent a natural disaster, we can minimize its effects.

                    FIRE

                          Smoke Detectors/Alarm System

                          Inert Gas Fire Extinguishers

                         Place Computer Room below 8th floor

                   FLOOD

                        New Sites:  Build on high ground

                        Raised Flooring

                        Sandbags

                  TORNADO/HURRICANE

                       Pressure Vents

                       No Windows in Computer Room

                       Cross Tape Windows

                  EARTHQUAKE

                       New Sites:  Don't Build Near Fault Lines

                       Construct for quakes

                       Place Computer Near Ground Level 

                 POWER OUTAGE/POWER FLUX

                       Uninterrupted Power Supply (UPS)

                       Surge Protectors
        (2)    Unintentional Acts.  The strange, the bizarre, the unexpected.  These terms describe the unintentional disruption or denial of ADP services.  Accidents can happen in many forms.  From spilled coffee to the inadvertent deletion of the wrong file.  Though it may be impossible to prevent accidents, their effects may be limited by a few common sense restrictions imposed on the work areas such as:

·      (a)  No smoking/eating/drinking near ADP equipment.

·      (b) 
Do not place ADP equipment under or near water pipes.

·      (c)  Escort contractors working near ADP equipment with personnel familiar with the equipment being worked around.

·      (d)  Keep ADP equipment covered when not in use if sprinkler system is installed at the site.

·  
(e) Train your personnel in ADP equipment handling and care.

·       (f) 
Use security packages to limit data set access to prevent accidental deletion or modification of data.  

· (g) 
Install a protective cover over the Emergency Power Off switch. Of course, there are 
more than just the above for preventing accidents.  Prior planning can eliminate or at the very least minimize the occurrence of accidental mishap.

· 3.  
Intentional Acts.  Conceived, planned, and carried out. The intentional act is the main focus of our security procedures.  From disgruntled ex-employee to the hardened terrorist, our security measures must be able to deter acts of aggression against our site and our personnel.  Intentional acts come in various flavors, some of the more common sources of intentional acts are:

· (a) 
Casual Intruder.  The wandering individual who means no harm.  He is just in the wrong place at the wrong time.

· (b) 
Disgruntled Employee.  You gave ol' Joe a hard time.  Maybe his last evaluation wasn't up to his standards.  Maybe he is just tired of working for someone who doesn't appreciate him.  He is out to get even.  This is probably the most dangerous of threats ... he/she has access.

· (c) 
Skilled Intruder.  This is the guy that makes a living by breaking into a place and 
making off with easily pawnable items.  Depending on the area, this may or may not be a great area of concern.

· (d) 
Vandals.  From the little kid next door to the grown-up with no morale character.  All 
he wants to do is make his mark in life.  Whether it is spray-painting graffiti or breaking windows.  This source is more predominate in urban areas.

· (e) 
Thieves.  Skilled or unskilled.  This is the guy trying to make a buck or gain a 
possession.  Perhaps it is the employee that 'wants' some floppy disks for home.  This source can be very difficult to counter, especially if it is an employee.

· (f) 
Saboteurs.  Their prime function in life is to test your contingency plan.  He hopes it 
doesn't work.  He is out to disrupt your services for a long time.

· (g) 
Terrorists.  The terrorist doesn't care who he hurts or how bad.  He is out to cause fear in your workers.  By so doing, he hopes that his cause will gain publicity.  Fear and intimidation are the main weapons of the terrorist.

· (h) 
Psychopaths.  Another type of terrorist, the psychopath does not care who he hurts or 
how badly.  He is just out to get his kicks.  One bad cookie and difficult to protect against.

Some of the more common types of intentional acts are:

· (a) 
Sabotage.  Sabotage, by definition, is the deliberate damage done to property, installations, etc., by enemy agents or by hostile employees.  The art of sabotage takes many forms.  Some of which the average security specialist is familiar with.  Others, though common enough, usually evade the areas of general concern of day to day planning.  These threats are:

· (b) 
Arson.  Whether caused by a disgruntled employee, or as a result of an accident perpetrated by your nightly cleaning crew, arson is one of the leading causes of damage among the ADP community.  Through thorough training and pre-planning, the effects of fire damage may be minimized.

· (c) 
Bomb Threats.  More often than not, the bomb threat is just that; a threat.  However slight the chances of a real bomb, you cannot afford to take the risk.  Proper planning and organization can minimize the disruption to your facility while maximizing the safety of your employees.  As part of your contingency plan, search teams and damage control teams should be established for this eventuality.  Copies of bomb threat reports should be kept near every phone and the employees should be trained in their use.

· (d) 
Assault.  Physical assaults against employees may be hard to counter.  It may be 
nothing more than flaring tempers or as serious as an angry spouse coming into your installation to 'correct' a perceived wrong.  Bottom line is that your responsibility is to protect your employees.  Keeping an open line of communication between yourself, management, and the workers is a vital part of protecting against this type of incident.

· (e) 
Civil Disorder.  This is one of the most commonly forgotten types of sabotage facing 
any installation.  We have a tendency to become complacent and to rely on outside agencies for protection against any type of civil disorder.  This type of act may seriously disrupt your operation as employees will not feel safe coming to work.  Your site should have a contingency plan to prepare for this eventuality, especially if you are located within an area that is known for this type of act.  Proper training of security personnel goes a long way to help minimize the effects of civil disorders.

· (f) 
Explosions.  An explosion may be triggered by a number of ways.  From a leaking 
gas line, to improperly stored cleaning materials, or even an intentional act.  Again, proper training can minimize the effects of an explosion.   Having key personnel trained in CPR or EMT can help the effort as well as establishing a sense of security within your employees.

· (g) 
Fires.  Along with arson, accidental fires damage more ADP facilities than most other causes.  As previously discussed, the effects of fires may be minimized.

· (h) 
Murder.  More and more often, you read about a disgruntled employee, spouse, or 
crazed individual coming into a place of work for the sole purpose of causing  death and injury to others.  With proper access control and training, this threat may be minimized.

· (i) 
Terrorist Actions.  Depending on where your site is located, this threat may or may 
not be very prevalent.  Remember, the World Trade Center was in downtown New York City!  Proper access control as well as a trained security team can help minimize the threat of terrorist acts.  One key point to remember is that a terrorist act may be precipitated by a bomb threat.  If so, one of the first areas to check is any and all vehicles located near exits.  It is a common terrorist ploy to call in a bomb threat and then remotely detonate a bomb located outside the exits to maximize casualties during an evacuation.   Close co-ordination with outside agencies is a must when dealing with terrorists.

· (j) 
Theft.  Whether of property or information, in the ADP community, theft is a very 
real threat.  Strict accountability of equipment is a must.  Proper system security is also a must. 

· (k) 
Espionage.  Espionage is defined as: spying or the use of spies to obtain military, political, scientific, industrial, etc. secrets.  There are two key areas we must safeguard when we are looking at an espionage threat.

· 1 
Information.  The data contained on your system should be safeguarded at all times by approved and accredited security measures.  Proper lock-down of data access goes a long way to protecting your data.  Personnel data must  also be kept in a secure area.  One of the prime means of blackmailing an employee is to find out as much as you can about him/her to find and exploit an area of weakness.  Guarding your personnel information will help to minimize this threat.  Such things as not giving out employee information without their  consent is but one manner of protecting your employees.  Train your people to safeguard their own information as well.  It helps.

· 2
Knowledge of Operations.  Depending on data classification levels, the mere knowledge of how you operate can lead to acts of espionage.  Knowing where information is kept, the manner in which it is guarded, etc. all lead to a security breach.  Keeping your mode of operation to yourselves will lead to a more secure environment.                                                                                                                                                                                                                           D.  The Physical Security Triangle
When designing your security systems the three elements of the physical security triangle must be considered: detection, delay, and response.  Only when these elements work together will your integrated security be truly effective. 

· a.  
Detection.  This arm of the security triangle is normally a combination of fixed guard posts, patrols, CCTV, surveillance, and intrusion detection systems.  This is also the most costly part of implementing effective security.  It is critical to determine the correct mix of personnel and technology to have a successful security program.

· b.  
Delay.  The delay arm of the triangle relies on physical barriers and equipment rather than human intervention.  Such things as fences, locks, lighting, etc. all play a part in delaying the intruder, either mentally or physically.

· c.  
Response.  This arm, by its very nature, must be composed solely of security personnel.  
The response may take the form of in-house assets, contracted security specialists, or local / military police.

These three elements are designed to be mutually supporting.  Without a response, it does no good to delay or detect.  If you cannot delay or detect the intruder, your response will be meaningless.

·        5.  Levels of Access Control

             Different areas and tasks require different degrees of security interest depending upon their purpose, nature of the work performed within, and information and/or materials concerned.  Areas will be designated as either restricted areas or non-restricted areas.  Three types of restricted areas are established in descending order of importance:

· a.  
Level Three:  (formerly called Exclusion Area) 


DEFINITION:  The most secure type of restricted area.  It may be within less secure types of restricted areas.  It contains a security interest which if lost, stolen, compromised,  or sabotaged would cause grave damage to the command mission or national security.   Access to the Level Three restricted area constitutes, or is considered to constitute, actual access to the security interest or asset.


Minimum required security measures for Level 3:

· (1) 
Clearly defined protected perimeter.  As Levels One and Two.  Lighting is also a 
requirement as set forth in Chapters 6 and 7 of OPNAVINST 5530.14B.

· (2) 
Personnel identification and control system.  Access list and entry/departure log is 
maintained.  During working hours, only visitors need to be logged in.  After hours, ALL personnel must be logged.

· (3) 
Entry/Exit controlled by trained personnel.  Control must be maintained by an IDS 
when the area is secured. 

· (4) 
Admission only to personnel who are authorized access and whose duties require access.  Persons not cleared for access may, with appropriate approval, be allowed access providing that they are escorted at all times and that the security interest is protected against compromise.

· (5) 
Routine security checks.  As per Level Two. 

· b.  
Level Two:  (formerly called Limited Area)


DEFINITION:  The second most secure type of restricted area. It may be inside a Level One area, but is NEVER inside a Level Three area.  It contains a security interest which if lost, stolen, compromised, or sabotaged would cause serious damage to the command mission or national security.  Uncontrolled or unescorted movement could permit access to the security interest.


Minimum required security measures for Level 2:

· (1) 
Clearly defined protected perimeter.  Same as Level One

· (2) 
Personnel identification and control system. During normal working hours, use of an access list and entry/departure log is suggested but not required.  After normal duty hours, all personnel MUST be logged.  If a computer access control or logging system is used, it must be safeguarded against tampering.

· (3) 
Entry and Exit controlled by trained and cleared personnel.  Points of entry and exit are secured after duty hours.

· (4) 
Access limited only to personnel whose duty requires access and who have been granted authorization.  Persons not cleared for access to the security interest contained within a Level Two area may, with appropriate approval, be admitted, but they MUST be escorted at all times and the security interest MUST be protected against compromise.

· (5) 
Area MUST be checked, when secured, at least twice per 8 hour shift or at least once per shift if the area is equipped with an OPERATIONAL Intruder Detection System (IDS). Check for signs of attempted or successful unauthorized entry or other activity which could degrade the security of the area.

· c.  
Level One:  (formerly called Controlled Area)


DEFINITION:  The least secure type of restricted area.  It contains a security interest which if lost, stolen, compromised, or sabotaged would cause damage to the command mission or national security.  It may also serve as a buffer zone for Level Three and Level Two restricted areas, thus providing administrative control, safety, and protection against sabotage, disruption, or potentially threatening acts.  Uncontrolled movement may or may not permit access to a security interest or asset. 


Minimum required security measures for Level 1:

· (1) 
Clearly defined protected perimeter.  The perimeter may be a fence, exterior walls or outside walls of a space within a building or structure.  If it is a fence, it must be posted at no less than 100 foot intervals, and if it is a wall, it will be posted at the point of entry.

· (2) 
Personnel identification and control system.  To include an access list and entry and departure log.  Only visitors need be logged in and out during normal working hours. After hours, all personnel should be logged.

· (3) 
Entry and Exit controlled by appropriately trained and cleared personnel. 

·       6.   Boundary Protection
Commonly referred to as perimeter security, this becomes our first line of defense in our physical security plan.  These controls are obtained through the use of protective barriers and other security measures.  They are intended to define the installation/activity/area boundaries and are used to channel personnel and vehicular access.  Some means of boundary protection are: 

· a.  
Exterior Lighting.  Can be used to discourage prowlers.  This is a preferred method in low threat environments or when fencing is not desired due to cost or aesthetics.  Exterior lighting is designed to mentally delay the intruder as well as give the security personnel a clear view of the surrounding area. There are different types of lighting systems that may be used:

· (1) 
Continuous.  This is the most common lighting system.  It consists of a series of fixed lights arranged to flood a given area with illumination during hours of darkness.  The lights used are usually the 'slow-start' variety such as mercury vapor lights.  The two primary methods of employment are:

· (a) 
Glare Protection Lighting.  Lighting located slightly within your perimeter and directed outward.  Designed to make it difficult if not impossible to see inward.

· (b) 
Controlled Lighting.  Best used when it is necessary to limit the width of the lighted strip outside the perimeter due to adjoining property.

· (2) 
Stand-by.  This type of system may be activated manually when needed or automatically when connected to an IDS alarm.  It is designed to give the impression of activity.  It is also possible to set up stand-by lighting to a timer to randomly come on, thus giving the impression of continuous activity at all times.  They must be of the 'fast-start' variety such as incandescent lights in order to immediately illuminate an area.

· (3) 
Emergency.  Used primarily in the event of a power outage.  Emergency lighting is very important because dedicated intruders may find source vulnerabilities and be able to diffuse main power lines.

· (4) 
Portable.  Used to supplement the other three systems.  Most commonly consisting of a flashlight.

· b.  
 Fences.  May range in height from the 3-4 foot fence designed to deter the casual trespasser to the 8-10 foot, barb wire topped, fence designed to slow down the determined infiltrator.  Bear in mind that a typical 10 foot, barbed wire topped fence is only designed to deter the intruder for 10-15 seconds!

· c.  
Intruder Detection Systems (IDS).   Designed to detect infiltration of an installation using off the shelf components.  IDS's are broken down into two areas of effectiveness, interior and exterior.  The types of IDS used in each area are:

· (1) 
Internal Sensors.

· (a) 
Balanced Magnetic Switch.  Commonly found on doors and windows.  Opening the door or window will break the magnetic contact and sound an alarm.

· (b) 
Capacitance Proximity Sensor.  Uses a magnetic field that when entered sounds an alarm.

· (c) 
Microwave Motion Sensor.  Uses reflected microwaves to detect motion, similar 
to the radar gun used by law enforcement agencies

· (d) 
Passive Infrared Motion Sensor.  Just like the ones used at grocery stores to open 
the door for you.  When the field of view of the sensor is entered, an alarm will sound.

· (e) 
Radio Frequency Motion Sensor.  Another type of motion detector using radio frequencies.

· (f) 
Ultrasonic Motion Sensor.  Another high-tech device...

· (g) 
Vibration Sensor.  Using military technology, this device picks up vibrations from windows, doors, etc. depending on how it is employed.

· (2) 
Exterior Sensors.

· (a) 
Exterior Microwave Motion Sensor.  Similar to the interior one except that it is 
rated to allow for blowing leaves etc.

· (b) 
Infrared Perimeter Sensor.  Uses passive IR to detect intruders.

· (c) 
Fence Mounted Vibration Sensor.  Used to detect an intruder trying to breach a 
fence.

· (d) 
Strain Sensitive Cable Fence Sensor.  When pulled, this sensor sounds an alarm.  
Handy for the tops of chain link fences.

· (e) 
Taut Wire Fence Sensor.  When pulled or cut it will sound the alarm.

· (f) 
Ported Coaxial Sensor. 

· (g) 
Short Ported Coaxial Sensor.

· (3) 
Patrols.  Can be used for Level Two or Level Three areas.  They may either be armed 
or unarmed as threat conditions and classification of resources dictate.

· (4) 
Emanation Protection.  For classified processing,  may involve the placement of a 300 meter 'dead zone' around the ADP facility to prevent electromagnetic signal intercept. 

· d.  
Entry/Exit Point Protection.
· (1) 
Shutters/Bars can be used to protect against intrusion through windows.  Windows should remain locked at all times to prevent entry. 

· (2) 
Mechanical locks can range in complexity from the simple key lock to push-button combination locks.

· (3) 
Electrical Locks are more expensive than their mechanical counterparts but provide 
better security.  They can range from electrical combination locks, some of which may have alternate access codes that sound an alarm as the door is opened, to card-key locks that will also keep a log of personnel entering/leaving the facility.

· (4) 
Types of card keys.  There are six basic technologies involved when dealing with an 
access card system.  All of the card technologies rely on encoded information to grant or deny access.  This information is two fold.  The first part contains a facility code and the second contains the individual card number.  The facility code is used in the event of a system failure.  Depending on how your security is set up, the readers may, using their own coded information, grant access based on the facility code alone.  The six technologies are: 

· (a) 
Hollerith cards.  Hollerith cards use a punch-card like coding system.  The most common use of these types of cards are in public transportation such as the DC Metro line.  The cards are fed into a reader and the code punched into the card grants or denies access.  These cards are subject to damage as the most prominent type is made of card stock.

· (b) 
IR cards.  Infrared cards use a bar code similar to the UPC system used in grocery 
stores, or of late, in military ID cards.  These cards depend on the reliability of the reader to read the bar code.

· (c) 
Magnetic Strip cards are similar to credit cards.  Information is encoded on a magnetic strip on the back of the card.  As this card must be swiped through the reader, extensive use wears out the cards, just as carrying a credit card in your wallet wears out the magnetic strip.

· (d) 
Proximity cards use a receiver / transmitter technology to unlock the door.  An antenna is located in the wall or door being protected.  As the card nears the entry way, a radio signal is picked up, analyzed, and access is granted or denied.  The major problem with this type of card is that as an employee walks down a corridor, you can hear the doors being unlocked as he passes.  Newer technological advances help to minimize this.

· (e) 
Magnetic Dot cards are similar to the magnetic stripe cards in that the information is encoded in a matrix of magnetic dots.  The dots lay between the inner and outer layer of the card, thus are protected from normal wear and tear.  Like all magnetic cards, this one is prone to electrical fields erasing the encoded data.

· (f) 
Weegan cards, like those used at Computer Sciences School, are one of the most 
reliable cards on the market.  The reader is very dependable regardless of the climate.  The cards are swiped through the reader, similar to the mag-stripe cards, but the information is encoded in a strip contained within the card.  The faster the Weegan card is swiped through the reader, the more reliable the card is read.


Card access systems cost, on the average, of $1500 per access point.  In order to eliminate false alarms, the card access system should NEVER have a shunt button to exit the door.  A passive IR motion sensor is the best way to open the door for egress, as people tend to forget to push the button to exit.


The access card may be combined with a photo identification card, although this is strongly discouraged.  The loss of the access card also results in the loss of the photo ID.  With minor manipulation, an intruder will have not only a photo ID for your site, but also an access key to enter it.  Access cards and photo ID's should be two separate cards.


Any photo ID, whether on an access badge or straight ID card, should be done with black and white film.  The background for the photo should be an off-white color.  This combination lends itself to the clearest and most detailed identification photograph. Colored backgrounds should be avoided!

·       7.  Emanations Security (TEMPEST)

· a.  
Every piece of electrical equipment emits radiation in the form of radio waves.  Using specialized equipment, someone could analyze the radiation generated by computer equipment and determine the calculations that caused the radiation to be emitted in the first place.  Radio eavesdropping is a special kind of tapping that security agencies are particularly concerned about.  In the 1980's, a certification system called TEMPEST was developed in the U.S. to rate the susceptibility of computer equipment to such monitoring.

· b.  
TEMPEST is the short name referring to the investigation, study, and control of compromising emanations from information systems equipment.  (NSTISSI No. 4009)

· c.  
Compromising emanations refers to unintentional signals that, if intercepted and analyzed, would disclose the information transmitted, received, handled, or otherwise processed by telecommunications or automated information systems equipment.  (NSTISSI No. 4009)

· d.  
The presence of compromising emanations depends upon the type of equipment used to process the information; the method of installation; and the maintenance status of the equipment.  NISE East carries out the compromising emanations (TEMPEST) control program for the Marine Corps.  TEMPEST support takes three forms:

· (1) 
Instrumented TEMPEST tests

· (2) 
Non-instrumented TEMPEST inspections

· (3) 
Provide technical advice and assistance

·       8.  TEMPEST Controls  

There are basically four methods recommended for controlling compromising emanations:

· a.  
To provide the equipment with a physical control zone (PCZ) of sufficient spherical diameter to preclude successful hostile intercept action.

· b.  
To implement minimum essential countermeasures to contain compromising signals 
within the accepted PCZ.

· c.  
To design or modify the equipment to limit the strength of compromising signal to acceptable limits within the available PCZ.

· d.  
To purchase products from the Preferred Products List (PPL) contained in the NSA Information Systems Security Products and Services Catalogue.


To decide which of the foregoing is necessary, the equipment must be tested.  If the equipment has not been previously tested, it may be tested by having an on-site survey conducted by NISE East technicians.

·       9.  Corrective Action.  As our physical security plan is a living document it requires constant review and revision.  The following four steps are a systematic approach to reviewing and modifying our physical security requirements. 

· a.  
Security Evaluation.  Evaluating your physical security requirements is a continuous process.  Whether done semi-annually or monthly, this process should be done as frequently as resources permit.  It may be done formally or as part of a routine walk-through of the facility.  Either method is acceptable as long as all discrepancies are noted.  The following are some of the items of concern. 

· (1) 
Door Locks.  Do they work properly?  Are they being utilized? 

· (2) 
Personnel Logs.  Are they being properly used? 

· (3) 
Personnel Badges.  Are they being worn? 

· (4) 
New Software Requirements.  Have you started processing higher classifications of data?  Higher classifications of programs? 

· (5) 
New Hardware Requirements.  Do you employ classified equipment such as STU-III's or KG84's? 

· (6) 
Fire Suppression Systems.  Does your fire detection/suppression equipment function 
properly?  When was the last certification by the Fire Department? 

· (7) 
Current Requirements.  Are ALL current security requirements being enforced? 



This list is by no means complete.  As ISSO's you should add to the list as local requirements dictate.

· b.  
Recommendations, for upgrades or modifications to the current physical security requirements should be drafted up and submitted to higher authority.  The recommendations should include, but not be limited to:

· (1) 
Recommended additions to current policies. 

· (2) 
Recommended changes to current policies. 

· (3) 
Noted deficiencies and means to correct them. 

· (4) 
Justification for recommended changes/additions. 

· c.  
Implementation.  Additions or changes to the physical security program is based on the 
approval of higher authority. Minor discrepancies noted during evaluation (I.E. door lock 
needing repair, broken window, etc.) should be taken care of at the ISSO level. 

· (1) 
Additions or changes that require resources outside the scope of the ISSO, (I.E. 
installation of high dollar items, etc.) should be reported to higher authority and implemented at the earliest possible time once approval has been granted.  If approval has been denied, look for another means of filling the security gap. 

· (2) 
Once implemented, the additions or changes to the security requirements should be 
checked to ensure that those changes work as advertised.  Leave nothing to chance.

· d.  
Reporting.  Once implemented, a formal report should be drafted and routed through the 
security chain of command.  This report should include, but not be limited to the following:

· (1) 
Discrepancies noted. 

· (2) 
Action taken to correct the discrepancies.

· (3) 
Recommendations pending to correct discrepancies. 

· (4) 
Copy of the UPDATED physical security plan.

a.  
a.  
Malicious Code 

· (1) 
Software designed to disrupt/impede system operation, or to destroy/modify the 
systems configuration, programs, and data files.

· b.  
Sources
· (1) 
Borrowed diskettes

· (2) 
Bulletin boards

· (3) 
Shareware

· (4) 
Pirated Software

· (5) 
External users (ex: contractors)

· (6) 
Employees bring diskettes from home or school

· (7) 
Serviced Machines

· (8) 
Intentional implementation

· 1.  Malicious Code
· a.  
Viruses 

· (1) 
A program that infects other programs by modifying them.  Viruses may overwrite, 
replace, or append code to another program.  It is not an independent program.  Executes only when its host program begins to run.

· (2) 
Exhibit two characteristics:

· (a) 
Replication Mechanism searches for other programs to infect when it finds a program, possibly determines whether the program has been previously infected by checking a flag; inserts the hidden instructions somewhere in the program; modifies the execution sequence of the program's instructions such that the hidden code will be executed whenever the program is invoked; possibly creates a flag to indicate that the program has been infected

· (b) 
Activation Mechanism checks for the occurrence of some event; there may be any number of variations, or there may be no activation mechanism other than the initial execution of the infected program. 

· (3) 
Types of Viruses

· (a) 
Boot Sector - Alters or replaces the boot sector of a floppy or hard disk.

· (b) 
System File - Infects system files.

· (c) 
Stealth - Hides itself and actions from the operating system.

· (d) 
Polymorphic - Changes itself each time it infects a file or disk.

· (e) 
Multi-Parite - Infects both files and boot sectors.

· (f) 
Benign - Replicates but does not actually destroy data.

· (g) 
Macro -  Attaches to word processor documents.

· (h) 
Hoax - Does absolutely nothing.

· b.  
Worms
· (1) 
An independent program that reproduces by copying and executing itself from one 
computer to another across network connections.

· (2) 
Ordinarily doesn't destroy data, causes damage by tying up system resources, and 
eventually,  shuts down the network.

· (3) 
Network worms use some sort of network vehicle to replicate themselves.  Some 
examples are:

· (a) 
a network mail facility, in which a worm can mail a copy of itself to other systems.

· (b) 
a remote execution capability, in which a worm can execute a copy of itself on 
another system.

· (c) 
a remote login capability, whereby a worm can log into a remote system as a user then use commands to copy itself from one system to the other.

· c.  
Trojan Horses
· (1) 
A code fragment that is hidden inside an apparently innocent program and performs a 
disguised function.

· (2) 
Popular way to introduce a virus or a bomb.

· (3) 
Often hidden in programs that entice users by displaying information about new 
system features or by playing new games.

· d.  
Bombs
· (1) 
A bomb is a type of Trojan horse, similar to a virus but doesn't replicate.

· (2) 
Independent program or piece of code.

· (3) 
Two types:

· (a) 
Time - triggered by a specific time or date

· (b) 
Logic - triggered when a particular condition occurs 

· e.  
Trap Doors (Back Door)
· (1) 
Built into a system by its designer.

· (2) 
Function is to give the system designer a way to sneak back into the system.

· (3) 
Can be used during program testing, monitoring, or to bypass cumbersome security routines. (Ordinarily removed but sometimes left in by accident)


· (4) 
Can be used by unscrupulous programmers to gain unauthorized access.

· f.  
Spoofs
· (1) 
A generic name for a program that tricks an unsuspecting user into giving away 
privileges.

· (2) 
Often perpetrated by a Trojan horse mechanism.

· g.  
Other Terms
· (1) 
Bacteria are programs that do nothing but make copies of themselves, but by doing this they eventually use all the resources (e.g., memory, disk space) of your system.

· (2) 
Rabbits are another name for rapidly reproducing programs.

· (3) 
Crabs are programs that attack the display of data on computer terminal screens.

· (4) 
Creepers are worm-like creatures that crawled through ARPANET in the early 1970s.

· (5) 
Salamis slice away tiny pieces of data.

· h.  
Protecting Yourself
· (1) 
Boot your computer from a known, good, write-protected operating system floppy 
disk (not from the hard disk).

· (2) 
Install only licensed software bought from reputable sources.

· (3) 
Don't use software that arrives with its packaging open.

· (4) 
Don't install software brought to the office from your home computer.

· (5) 
Install only the software needed on your system.

· (6) 
Write protect all software diskettes, especially originals.

· (7) 
Don't let others use your system.

· (8) 
Avoid sharing disks and software.

· (9) 
Cut down on floppy disk use by doing file exchanges over the network.

· (10) 
Be wary about new public-domain or shareware programs.

· (11) 
Use shareware compiled from source code.  

· (12) 
"Vaccinate" new software by using one of the many available virus-checking 
programs.

· (13) 
Quarantine and test new software.

· (14) 
Use access controls to protect executables.


· (15) 
Educate users on self-protection.

· (16) 
Create a recovery Boot diskette with anti-virus software, and write-protect it.

· (17) 
Be sure to back up all your data.

· i.  
Contamination Symptoms
· (1) 
Strange screen graphics or displays.

· (2) 
Unexpected musical tones or sound effects.

· (3) 
Longer program loading times.

· (4) 
Out of memory errors.

· (5) 
Bugs in reliable software.

· (6) 
Reduced system performance.

· (7) 
Unexplained drive activity.

· (8) 
Unknown, new files or directories/folders appearing on disk.

· (9) 
Reduction of disk space.

· (10) 
Unusual behavior on re-boot.

· (11) 
Unexplained re-boots.

· j.  
Detection
· (1) 
Checksums - calculate validation codes and report any attempted changes.

· (2) 
Scanners - search for a string that is unique.

· (3) 
Terminate and Stay Resident Programs (TSR) - stays in memory and blocks the virus 
attempts to infect.

· (4) 
USMC Standard - McAfee & Symantec Norton

· 1  
 Automate scanning process.

· 2  
Keep signature file current

· k.  
Recovery Plan
· (1) 
Power off the system.

· (2) 
Boot from clean, write-protected diskette.

· (3) 
Single user, do not login to network, scan all local drives.




Network manager, scan all drives to include logical and network drives.

· (4) 
Repair or delete infected files.

· (5) 
Re-scan drives.

· (6) 
Scan or discard all removable media.

· (7) 
Scan back-up files.

· (8) 
Isolate the source.

· (9) 
Get expert help, if needed/required.

· (10) 
Report problem.

· (a) 
Marine Corps personnel will immediately report through their organizational 
chain any indication of computer security violations or viruses to the computer systems security officer or the security manager for the local command.

· (b) 
Command will report by naval message or E-Mail within 24 hours to CMC (Code CSBT) any occurrence where preliminary investigations confirm a possible security violation or virus attack.

· (c) 
Local commands should determine if Naval Criminal Investigative Service (NCIS) involvement in computer security violations is warranted.                                                                                                                                                                                                                .              10.  Classified Information.  

                     Information that has been determined pursuant to Executive Order 12958 or any predecessor order, to require protection against unauthorized disclosure and is marked to indicate its classified status when in documentary form.  (NSTISSI No. 4009)

                    As a result of the ever increasing use of mini and microcomputers in the Marine Corps, its has become necessary to provide definitive security procedures to ensure all classified information processed in these computers is adequately protected.

                   Successful implementation of minimum security requirements of a computer system requires consideration of protection mechanisms inherent in the system.  Managers and personnel responsible for classified processing should become familiar with the terminology and procedures used to handle classified information.

                            a.  Modes of Operation.  The security mode of operation depends directly on the adequacy and reliability of internal system hardware and software controls.  An evaluation of information, user clearance and need-to-know, and proposed or in place protection mechanisms form the basis for selecting the appropriate security mode of operation:  (IRM-5339-08A)

                                 (1)  Dedicated Security Mode.  A mode of operation wherein all users have the need to know, the formal access approval, and the clearance for all the data handled by the IS.  In the dedicated mode, an IS may handle a single classification level and/or category of information or a range of classification levels and/or categories.



                                (2)  System High Security Mode.  A mode of operation wherein all users have the formal access approval and the clearance, but not necessarily a need-to-know for all data handled by the IS.  If the IS processes special access information, all users must have formal access approval.



                                     (3)  Multilevel Security Mode.  A mode of operation wherein only some of the users have the clearance, the formal access approval, and the need to know for all data handled by the IS.  This mode of operation allows two or more classification levels of information to be processed simultaneously within the same system.



                                 (3)  Partitioned Security Mode.  A mode of operation wherein all personnel have the clearance, but not necessarily formal access approval and need-to-know, for all information handled by the IS.  This security mode encompasses the compartmented mode and applies to non-intelligence DOD organizations and DOD contractors.



                               b.  Classification Levels 

                                    (1)  Top Secret.  Information, the unauthorized disclosure of which reasonably could be expected to cause  exceptionally grave damage  to national security that the original classification authority is able to identify or describe.  Examples are: 

                                   -Armed hostilities against the U.S.

                                   -Disruption of foreign relations vitally affecting the national security.

                                   -The revelation of sensitive intelligence operations.

                                    -Disclosure of scientific or technological developments vital to national                                            security.

                                 (2) Secret  Information, the unauthorized disclosure of which reasonably could be expected to cause  serious damage  to the national security that the original  classifi- cation authority is able to identify or describe.  Examples are: 

                                      -Revelation of significant military plans or intelligence operations.

                                      -Compromise of significant scientific or technological developments.

                                      -Disruption of foreign relations significantly affecting national security.

                                  (3) Confidential  Information, the unauthorized disclosure of which reasonably could be expected to cause  damage  to the national security that the original classification authority is able to identify or describe.  Examples are: 

                                        -Information indicating strength of ground, air, and naval forces.

                                        -Performance characteristics, test data, design, and production data on                                              U.S. weapon systems and munitions.

                                  (4)  Sensitive But Unclassified Information. (SBU)   Any unclassified information, the loss, misuse, modification of, or unauthorized access to, could adversely affect U.S. national interest, the conduct of DOD programs, or the privacy of DOD personnel.  According to SECNAVINST 5239.3:  "The nature of the Department of the Navy mission, combined with connectivity issues... means ALL unclassified information on DON systems is sensitive." 

                               c  Marking Classified Information -All removable or transportable magnetic media on which classified information is stored must be color coded or marked with a label (sticker) indicating the classification of the recorded information.  In those instances where it is not practical to label the media itself, the container in which it is stored must be labeled.  The following color scheme will be used:

                                   Unclassified - BLACK, WHITE or GRAY.

                                   SENSItive, UNCLASSIFIED -  GREEN.

                                   CONFIDENTIAL - BLUE.

                                   SECRET - RED.

                                   TOP SECRET - ORANGE.

                              SCI - YELLOW.

                      11.  PHYSICAL and PERSONNEL MEASURES.  Specific security measures should be implemented to prevent or minimize the effects of any accidental or malicious attack on the data.

                            Limit the access to those with proper clearance.

                            Maintain an updated authorized users list.

                            Screen individuals for disciplinary or behavioral problems.

                            Revoke authority of personnel who have become disciplinary problems.

                            Ensure personnel performing maintenance are authorized to perform the                                         maintenance.

                            Maintain an accurate up-to-date inventory.

                            a.  DATA STORAGE.  Classified and sensitive data have special requirements, while unclassified storage is only for preservation.  The storage of classified information is a complicated issue.  The requirements for safes, locks, filing cabinets, and desks are outlined completely in OPNAVINST 5510.1.  Avoid storing any classified data on a computer hard disk.  If the hard disk is an integral part of the machine, then the entire machine must be afforded storage according to the highest classification of the data contained.  If the hard drive is removable, only the drive needs to be secured.
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