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ANNEX K  

STUDENT HANDOUT
TACTICAL LAN PLANNING

Learning Objectives:


a.  TERMINAL LEARNING OBJECTIVE:  Provided a mission, concept of operations, commander's guidance, and references, Conduct the planning and development of structured system block diagrams which integrate all MAGTF tactical networks, systems, and equipment. (2591.1.8)


b.  ENABLING LEARNING OBJECTIVES: Per the reference (1), the Senior Course

Training Section (SCTS) has recieved permission to omit published ELO"S from its student

handouts. SCTS will continue to follow the ISS process in that the Program of Instruction (POI)

will be used to determine training requirements, and that all tests administered will follow the

ELO's contained within the appropriate POI. All material within the lessons will continue to

support the POI and ITS.

REFERENCE:

1.  Command Training Speacialist memorandum dated 18 Dec 91

A.  LAN Planning:
      In planning for your Tactical Lan Network we will start with the document that is going to

dictate your requirements THE ANNEX K.

      1.  PURPOSE OF ANNEX K - Annex K provides guidance for  COMMARFOR and its Major Subordinate Commands(MSC's) in the installation, operation, and maintenance(IOM) of communications-electronics systems. In other words, instructions for the complete operation of communications and ADPE assets to include personnel.


a.  The Annex K is made up of three main portions.  



1.  Five Paragraph Order (SMEAC) - situation, mission, execution, administration and logistics, command and signal.



2.  Appendices - individual portions of the annex such as radio plan, comm security plan, comm center plan, ADP plan. 



3.  Tabs - diagrams, lists, and special instructions.

2.  Preparing to write an annex K - Prior to any exercise or operation there are a number of things that must be accomplished. One of the major steps for a 4068 is providing input or actually writing portions of the annex K to the Operation Order.  The Operation Order is the guideline to how the operation is going to be executed. It states locations, equipment, personnel, and timelines that are to be followed. The portion of the Annex K that we will be writing is the Appendix number that is assigned for ADPE Support. We are going to take a look at what information is in the Annex K so you can begin your Appendix.


a.  SMEAC - The  first portion of the annex is the SMEAC portion. Normally the ADP personnel will not be writing this portion, however you will be providing input to it. The EXECUTION phase of the SMEAC is where your input will be required. In this portion the individual MSC's are given instructions on what circuits including data circuits that they will be maintaining. That is where your input on what capabilities the individual units have and how their data circuits can be best maintained will be helpful. There may also be different PHASES laid out in this section. A Phase is simply a timeline of when a specific group of events will take place.



1.  Phase 1 - establish single channel radio connectivity - FSSG FWD










       ACE










       GCE










       CJTF



2.  Phase 2 - expand single channel radio connectivity.




       - Establish telephone connectivity via CJTF




       - Establish Communications Center




       - Establish Local Area Network

 

3.  Phase 3 - Establish Single Channel Radio in support of Command and Control




       - Establish Wide Area Network

The phases must be coordinated with the communicators because we can't establish a WAN before the appropriate communication paths are established.


b.  APPENDIX - The second portion that we will be discussing is the appendix  itself. The appendix will start out in similar format as the Annex K. It can look as though it is in SMEAC format. Different units have slightly different formats for their appendices.



1.   PURPOSE - State the purpose of the appendix. (i.e.. To provide information relative to computer support to MARFOR Somalia and MSC's Commanders during  Operation Restore Hope.)



2.  GENERAL - What will be covered in the appendix. (i.e.. This appendix outlines guidance, information, and tasking for MARFOR MSC's relative to computer support for Operation Restore Hope. It addresses computer connectivity requirements for local area networks, the secure command and control, wide area networks, and Worldwide Military Command and Control System.)



3.  EXECUTION (Can be called PROCEDURES by some units)  




a.  Concept of Computer Support - This section is similar to the SMEAC portion of the Appendix above, however it only covers the ADP side of the house and not the communications assets. State which MSC's/sections will be responsible for the different portions of the LAN/WAN. Also include who is to provide support to the users.
Detailed information must be given as to which unit acts as network control for the operation. 



`



LAN/WAN connectivity







Nipernet/Sipernet







ADPE maintenance procedures







LAN account naming standards







Software standards







Hardware requirements







User training




b.  Coordinating instructions - Here you will state any coordinating instructions that may be needed. 





1.  Tell where to find cryptographic keying information.





2.  Speed of your WAN connections.





3.  What reports are to be provided, when and to whom.





4.  Where to report any WAN outages and reconnections.


c.  TABS - The tabs are the final section of the appendix. They consist of diagrams, lists, and special instructions. 



1.  Diagrams - There can be many diagrams in your tab portion. At a minimum there should be at least one WAN diagram that shows all your servers and dial-in connections to include any modems, crypto, and routers. You may also have diagrams to show the different settings for a specific piece of equipment (i.e.. KG-84 faceplate, or cable pinouts). There should be separate diagrams for your classified and unclassified networks.



2.  LISTS - Lists can have procedure for setting up specific types of equipment (i.e.. KG-84 setup, router configurations, AN/YUK-85 setups).



3.  SPECIAL INSTRUCTIONS - Any other instructions that may be pertinent to the exercise.

3.  Planning the operation using the Operation Order - The Operation Order would be useless to us if we don't know what do with it when it is completed. Next we are going to take a look at how to implement the requirements handed down in the Operation Order.


a.  Upon receiving the Operation Order, the first thing you need to determine is the LAN/WAN requirements.  



1.  Sipernet/Nipernet requirements - will you be running a classified network as well as a unclassified network. This may double your server and node requirements.



2.  number of servers per LAN



3.  server location for each LAN



4.  number of nodes on each LAN



5.  WAN connections required - How will your connections be made, will you use KG-84's, modems or routers.


b.  Now that you know the requirements for LAN/WAN you can make your equipment list. Be sure to include backup equipment. A good rule of thumb for backup equipment is 100%.  Also include any consumable items you will need such as printers, cable, connectors, tools, paper, and maintenance equipment such as cable scanners, multimeters and extra LAN cards.

4.  Equipment availability -  By using the equipment list that you just created in the above steps we need to check on equipment availability. Just making a list does not ensure that you have the needed equipment. We can do this by checking a few different documents. They are your section CMR, ERO log and the DPR


a.  CMR - To properly determine what equipment you have you must obtain a copy of your CMR. If needed equipment is not on the CMR it can be listed as a shortfall so that it can be obtained from another section or unit. The Annex K should state who to report shortfalls to.


b.  ERO log - The Equipment Repair Order log will show which of the equipment on the CMR is gone for repair at a maintenance facility such as ELMACO.


c.  DPR - The Daily Process Report is a list of equipment in the repair cycle. It will also show the date that the equipment is to be returned or if it is going to be permanently deadlined. Some of the equipment may be available by the time your operation is scheduled. This report can be obtained from your S-4. 

5.  Personnel issues -  Personnel issues can be the downfall of an exercise or operation. You must not only ensure that you have the correct number of Marines needed, but that they have the required skills to setup and maintain the equipment. If you have been running your section for quite awhile you will personally know your troops and which skills they maintain. However, with the constant turnover of personnel in the 4000 field it is not always possible.


a.  The following is a list of ways to check personnel knowledge.



1.  SRB - Check your troops SRB to see what formal training they have received.



2.  Setup practical exercises within the section to determine personnel knowledge base and to provide realistic training. This would also be a good opportunity to perform an operational check(Opcheck) of all your equipment. When opchecking your gear you should ensure that your equipment is compatible with the units gear that you will be connecting to(i.e. ensure your KG-84's and all data cable are configured the same, they may not be strapped the same as other units). A good way to do this is to have a central location where all units can opcheck together.


b.  When looking at personnel for deployments be sure to take into account that you will be running around the clock operations which require either two or three shifts of personnel for each site. This can double or triple your personnel requirements. 

2.  MISSION  


A. The mission of the Data Communications Platoon, per Table of Organization  (T/O) 4884C is to "Install, operate, and maintain Tactical Wide/Local Area Networks for Marine-Air Ground Task Force (MAGTF) Command Element (CE) of MEF(FWD) size or larger.


B. Revised mission statement (not formally documented):  "Provide for the installation, operation, maintenance, and management of tactical data networks and technical computer support for Joint Task Force (JTF) and MAGTF CE's of MEF(FWD) size or larger.

3.  TASKS (not formally documented)

A. In conjunction with higher headquarters, plan for JTF or MEF/MEF(FWD) data networks to include LAN/WAN and TCP/IP network design, development of wire diagrams, identification of equipment and materials required, and definition of manpower requirements to support the operation/exercise.


B. Install and maintain tactical LAN servers and cable plants for data networks employed by the MEF(FWD) or larger CE.


C. Install and maintain WAN interfaces with higher headquarters, subordinate and adjacent units and world-wide classified (SIPRNET) and unclassified (NIPRNET) data networks.


D. Provide/coordinate network management for all CE data networks.


E. Provide a data network interface for UNIX based tactical data systems (i.e. IAS, TCO, GCCS, TCCS, CTAPs, etc.)


F.  Provide Internet Protocol (IP) Administration for MEF Class B and C tactical networks.


G. Provide  technical computer support to the MEF(FWD) or larger CE during tactical operations/exercises.


H. Test and develop procedures for passing data over all tactical communications systems and equipment (to include single channel radios).


I. Maintain and manage the Communication Battalion's garrison and tactical LAN.

                       Sample COMMAND and CONTROL Annex (Annex K)
CLASSIFICATION

HEADQUARTERS (UNIT)

APO/FPO (LOCATION)

(DATE-TIME GROUP)

ANNEX K TO (UNIT) OPORD (NUMBER) (U)
COMMAND AND CONTROL (U) 

(U) References:  

a.
MCDP 1 (Warfighting) (U)





b.
MCDP 6 (Command and Control) (U)





c.
MCWP 6-22 (Communications and Information Systems) (U)

d.
ACP 121 (Communications InstructionsCGeneral) (U)






e.
ACP 122 (Series) (Communications InstructionsCSecurity) (C)






f.
ACP 167 (Series) (Glossary of Communications-Electronics Terms) (U)






g.
NWP 4 (Series) (Basic Operational Communications Doctrine) (U)





h.
NTP-3 (Series) (Telecommunications - Users Manual) (U)






i.
NTP-4 (Series) (Naval Telecommunications ProceduresCFleet Communications) (C)




j. 
NTP-5 (Voice Communications) (U)




k.
JANAP 128 (Series) (Automated Digital Network (AUTODIN) Operating Procedures) (U)

l. 
JANAP 137 (Series) (Automated Voice Network (AUTOVON) Operating Procedures) (U)






m.
(Higher Headquarters P02000.2) (Series) (Command and Control Plan) ( )






n. (Higher Headquarters) (OPORD) ( )






o. (Unit) Order (“Command and Control SOP”) ( )

(U) Time Zone: Z

1.( ) GENERAL
a. ( ) Purpose. This Annex provides guidance for the establishment of a command and control architecture to support (unit) operations.


b. ( ) Situation

(1) ( ) General. (See Concept of Operations, Annex C (Operations))


(2) ( ) Enemy



(a) ( ) See Annex B (Intelligence)



(b) ( ) The enemy has the capability to:

1. ( ) Conduct satellite-based electronic attack, including imitative communications deception, jamming (both communications and radar), radar deception, and electromagnetic virus insertion operations.

2. ( ) Intercept, analyze, and report timely intelligence information derived from friendly emitters to appropriate enemy commanders.

3. ( ) Accurately locate and target friendly forces communications and electronic emitters by direction finding.

4. ( ) Conduct meaconing operations against both TACAN and low-frequency ADF navigation receivers.

5. ( ) Access and gain temporary control of commercial digital telecommunications switches and deny access to satellite communications switches in geosynchronous orbit.

6.
( )
Employ malicious logic techniques against our information systems.

(3) ( ) Friendly. See Annex A (Task Organization).

(a) ( ) Higher headquarters or other specific organizations that will provide communications and information systems support to (unit) in a specific operation.

(b) ( ) The command relationship between friendly forces is shown in Annex J (Command Relationships) to this OPORD.



(c) ( ) Attachments and Detachments

1. ( ) See Annex A (Task Organization) to this OPORD.

2. ( ) When OPCON is taken of MAGTF units as (unit) forms during compositing, MARFOR communications and information systems assets will be listed separately.

(4) ( ) Assumptions. (State the assumptions that establish essential criteria for development of the annex.)

2.( ) MISSION. Commencing and terminating on order, (unit) communications organizations provide, install, operate, and maintain the internal and external communications and support the installation, operation, and maintenance of information systems for reliable command and control.

3.( ) EXECUTION

a. ( ) Commander’s Intent. Synopsis of the commander’s intent that bears on command and control.


b. ( ) Guiding Principles
(1) ( ) The procedures contained in references (a) through (o) will be used.

(2) ( ) (Unit) operations will be conducted in a hostile EW environment. The following degradations are to be expected.

(a) ( ) Loss of DCS entry due to equipment damage or circuit path loss.

(b) ( ) Isolation of a headquarters due to loss of wideband systems.

(c) ( ) Hostile interference on all terrestrial/satellite MCR and SCR systems (jamming).

(d) ( ) Loss of a switchboard due to component failure or hostile action.

(e) ( ) Loss of a satellite asset due to EW or destruction of the satellite.

(f) ( ) Disruption or loss of information systems due to component failure or hostile action.

(3) ( ) Frequency changes, radio transmission brevity, and, on occasion, complete emission control will be employed in order to facilitate control and reduce anticipated interference with communications.

(4) ( ) Backup communications and information systems equipment and alternate communications paths will be planned and installed to enhance reliability, flexibility, and responsiveness of command and control networks.

(5) ( ) Based on coordination with affected commanders and principal staff officers, radio nets will be combined/pooled at the COCs and other command and control facilities to conserve the frequency spectrum and reduce communications requirements.

(6) ( ) Information systems security and communications security measures will be employed to deny information of value to the enemy and prevent loss or disruption of service through hostile action. Refer to Appendix 1 (Communications and Information Systems Security) to this Annex for details.

(7) ( ) The (unit) G-6/S-6 will be the single point of contact at this headquarters for obtaining communications and information systems services, support, or interface with higher headquarters, NTS, DISA, or other external agencies.


c. ( ) Operational Concept
(1) ( ) Every means available will be used to provide the commander with the ability to exercise command and control and accomplish the assigned mission. It is the responsibility of the G-6/S-6 to make the commander fully aware of the capabilities and limitations of available communications and information systems.

(2) (U) Subordinate unit command and control officers must advise the G-6 of situations, actual or potential, that could adversely affect MAGTF command and control support.


(3) ( ) The major limitation of the command and control architecture is the EW threat to communications and information systems. The enemy has the full capability to disrupt, intercept, and confuse friendly forces communications and information systems operations. Line of sight communications will be adversely affected due to extremely rugged terrain throughout the AO. 

 (4)
( ) The critical vulnerability of the command and control architecture is the degradation of the common tactical picture during extended COC and command post displacements.

(5)
( )
The center of gravity of the command and control architecture is the capability to adapt and scale the network through extensive retransmission and backup systems configurations. This provides full support of maneuver, intelligence, fires, CSS, and force protection throughout the AO. 

(6) Appendix 1 (Communications and Information Systems Security) to this Annex lists measures designed to deny information to unauthorized persons.

(7) Appendix 2 (Command and Control Protection) to this Annex describes measures to ensure continuous availability of friendly communications and information systems.


d. ( ) Tasks and Responsibilities. Appendix 3 (Command and Control Planning) to this Annex highlights command and control planning considerations for effective execution of the assigned mission.


(1) ( ) (Communications Unit)

(a) ( ) Provide the net control station(s) for all (unit) controlled radio circuits. See Appendix 4 (Radio Circuit Plan) to this Annex.

(b) ( ) Ensure that information on call signs and routing indicators is promulgated to using staff sections/functional agencies. See Appendix 5 (Call Signs and Routing Indicators) to this Annex.

(c) ( ) Install, operate, and maintain wire and multichannel radio communications as described in Appendix 6 (Wire and Multichannel Radio Plan) to this Annex.

(d) ( ) Install, operate, and maintain the data communications network as described in Appendix 7 (Data Communications Network Plan) to this Annex.

(e) ( ) Promulgate visual and sound signals for the operation. See Appendix 8 (Visual and Sound Communications) to this Annex.

(f) ( ) Install, operate, and maintain a systems control and technical control facility in support of the (unit) communications networks. See Appendix 9 (Communications Control) to this Annex.

1. ( ) Ensure that a liaison representative is at higher and adjacent headquarters to facilitate the direct handling of questions and/or problems relating to communications and information systems.

2. ( ) Ensure that the G-6/S-6 and appropriate watch officers are informed of the communications circuit status.

3. ( ) Ensure strict compliance with G-6/S-6 assigned frequencies. See Appendix 10 (Frequency Management) to this Annex.

4. ( ) Ensure that the established power distribution system is properly grounded and that backup mobile power is available as necessary. See Appendix 11 (Power Requirements) to this Annex.



5. ( ) Ensure that command post displacements are hastily executed with the requisite communications network scaled to retain essential information flow. See Appendix 12 (Command Post Displacement Communications) to this Annex.

6. ( ) Ensure that the tactical satellite communications are installed, operated, and maintained as depicted in Appendix 13 (Tactical Satellite Communications) to this Annex.

7. ( ) Ensure that communications restoration is handled expeditiously. See Appendix 14 (Communications Restoration) to this Annex.

8. ( ) Ensure that the G-6/S-6 and command are kept informed about the status of the commercial (local civilian) telecommunications systems.

(g) ( ) Install, operate, and maintain a communications-electronics maintenance facility to inspect, repair, and/or replace faulty communications-electronics equipment. See Appendix 15 (Special Maintenance Procedures) to this Annex.

(h) ( ) Establish and maintain messenger service, to include truck, helicopter, and motorcycle couriers, as directed in Appendix 16 (Messenger Service) to this Annex.

(i) ( ) Install, operate, and maintain a communications center to support (unit) with over-the-counter service for all Marine units/agencies at the (unit) headquarters. See Appendix 17 (Communications Center) to this Annex.

(j) ( ) Establish emergency action procedures for use in the communications center and any other area containing classified and/or cryptographic material. See Appendix 18 (Emergency Action) to this Annex.


(2) ( ) Radio Bn/SSU: Install, operate, and maintain MAGTF CE special security communications terminal facilities.


(3) ( ) Ground Combat Element

(a) ( ) Install, operate, and maintain internal and external communication circuits and information systems as directed in unit SOPs and this Annex.

(b) ( ) Be prepared to assume communications and crypto-guard for (unit(s)) and to assume net control of (unit) circuits in the event (unit) headquarters becomes a casualty.

(c) ( ) Install, operate, and maintain a SYSCON/TECHCON facility to ensure the rapid restoration/rerouting of communications circuits.


(4) ( ) Aviation Combat Element

(a) ( ) Install, operate, and maintain internal and external communications circuits and information systems as directed in unit SOPs and this Annex.

(b) ( ) Install, operate, and maintain a SYSCON/TECHCON facility to ensure the rapid restoration/rerouting of communications circuits.

(c) ( ) Be prepared to maintain TADIL A, TADIL B, TADIL J, ATDL-1, GBDL, and Link 1 connectivity with (fleet), (joint Service), and NATO agencies.

(d) ( ) Ensure the necessary liaison to establish and maintain the necessary MACCS interface with joint, other-Service, national, and international agencies, as required.


(5) ( ) Combat Service Support Element

(a) ( ) Install, operate, and maintain a SYSCON/TECHCON facility to ensure the rapid restoration/rerouting of communications circuits.

e.( ) Coordinating Instructions

(1) ( ) Special Measures

(a) ( ) The G-6/S-6 will make special efforts to indoctrinate staff/command personnel in alternate routes/means of communications to preclude the confusion or delay of information due to outages in the high-threat EW environment.

(b) ( ) The communications support for linkup operations is found in Appendix 19 (Communications for Linkup Operations) to this Annex.

(c) ( ) Specific communications procedures relative to air assets are found in Appendix __ (Air Communications) to Annex __ (Air Operations) to this OPORD.

(d) ( ) Safety is paramount in working with communications and information systems. Appendix 20 (Safety) to this Annex identifies major safety measures and concerns.

(e) ( ) Emergency evacuation operations require unique communications capabilities. See Appendix 21 (Noncombatant Evacuation Operations Communications) to this Annex.

(f) ( ) Detailed instructions for the ITSDN/DISN/DCS Standard Tactical Entry Point (STEP) procedures are found in Appendix 22 (ITSDN/DISN/DCS) to this Annex.

(g) ( ) Detailed instruction designed to alleviate confusion in the rapid task organization of (unit), with its necessary command communications support shifts, is found in Appendix 23 (Task Organization/Communications Guard Shifts) to this Annex.

(h) ( ) The description for handling emergency action communications is found in Appendix 24 (Emergency Action Communications) to this Annex.

(i) ( ) To alleviate confusion and to aid in the organized assignment of resources while embarked, Appendix 25 (Communications and Information Systems Support for Embarked Units) to this Annex details assets available for (unit) use.

(j) ( ) Details for RadBn/SSO communications support are found in Appendix 26 (RadBn/SSO Communications Support) to this Annex.

(k) ( ) Procedures for effecting a reliable communications network in geographic areas in which climatic conditions require special consideration are found in Appendix 27 (Special Climatic/Geographic Considerations) to this Annex.

(l) ( ) Special considerations for the establishment and coordination of joint Service communications support are found in Appendix 28 (Joint Service Communications Coordination) to this Annex.

(m) ( ) Instructions for the establishment and coordination of communications connectivity with and in the host nation are found in Appendix 29 (Host Nation Communications) to this Annex.

(n) ( ) Special communications considerations necessary to support reachback (information pull) and connectivity to global information systems are found in Appendix 30 (Global Communications) to this Annex.

(o) ( ) Special instructions for the establishment and coordination of communications support for intelligence activities are found in Appendix 31 (Communications Support for Intelligence) to this Annex.

(p) ( ) Specific communications support relative to intelligence operations is addressed in Appendix 31 (Communications Support for Intelligence) to this Annex.

(2) ( ) Logistics

(a) ( ) See Annex D (Logistics/Combat Service Support).

(b) ( ) Units will deploy with the capability to perform basic organizational and field maintenance.

(c) ( ) Service support unit will provide intermediate maintenance (direct support and general support) of all ground-common communications-electronics equipment.

(d) ( ) Water, billeting, messing, and generator fuel will be provided by the unit that hosts multichannel teams.

(e) ( ) Communications units deploy with sufficient maintenance equipment; repair parts (class IX); petroleum, oils, and lubricants (class III); batteries; and cable for ( ) days/weeks of sustained operations.


(f.) ( ) Report maintenance problems for critical low-density items to the G-6/S-6 immediately.

(3) Administration

(a) ( ) Required communications and information systems status and other reports are listed in Appendix 32 (Reports) to this Annex.

(b) ( ) Security violations will be reported in accordance with Appendix 1 (Communications and Information Systems Security) to this Annex.

(c) ( ) Procedures to support the administrative forming of a unit at sea are found in Appendix 33 (Compositing) to this Annex.

(d) ( ) CPs

( ) MEF MAIN: Vicinity (location). See reference (n) and Annex C (Operations).

*List remaining MEF and other subordinate elements’ tactical, main, and rear echelons.

(e) ( ) Command and Control Plans. All subordinate commands down to battalion level submit unit command and control plans to this headquarters (Attn: AC/S G-6) NLT (date).
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Major General, U.S. Marine Corps
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Communications and Information Systems Threat Assessment

 Planning Checklist
This checklist is designed to assist command and control planners in evaluating any threat capability to exploit and/or disrupt our communications and information systems. By understanding the threat, the command and control planner can best develop a command and control architecture that will perform effectively with minimum disruption.

1.
Physical Destruction
w  
What type of weapons of mass destruction does the enemy have?

w  
Do they have antiradiation munitions? How accurate are they?

w  
What means of delivery of munitions are available?

w  
Do they have trained saboteurs? Infiltrators?

w  
What other means of physical destruction do they possess?

w
Where are we most vulnerable to ground attack?

w 
Does the enemy possess and train to use chemical and biological agents? What are their means of delivery?

w 
Are lasers used against communications and information systems targets?

2.
Collection Systems
w  
Is the threat capable of:

{ 
Visible light, infrared imagery?

{  
Electronic surveillance, direction finding?

{ 
Intercept of radio signals, wiretapping?

{  
Gathering human intelligence/placing agents in the area?

w  
What means of collection are used?

{  
Satellite? What is the footprint? When are we most vulnerable?

{  
Overflights? What platforms are used? What capability do they have?

{  
Ground collection units? Where? Capability? Range of their equipment? What frequencies? Is it a part of a worldwide collection and reporting network?

w  
How is information used and distributed?

{ 
Direct targeting? Tracking? Intelligence analysis?

3.
Jamming
w  
What type of jamming do they use? Barrage? Spot?

w  
What frequencies are vulnerable?

w  
What geographic area is likely to be affected?

w  
What equipment do they use? How is it deployed?

w  
What techniques are most likely to be used?

w  
What circuits are most vulnerable?

4.
Imitative Deception 
w
Level of sophistication?

w  
Do they have trained imitative communications deception operators?

w 
How do they deploy?

w  
What techniques have they used in the past?
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2000. INTRODUCTION

1.  PURPOSE.  The purpose of  this Chapter is to guide Marines in the planning, embarkation, installation, maintenance, and management of data networks for the MEF Command Element.  

2.  MISSION  


A. The mission of the Data Communications Platoon, per Table of Organization  (T/O) 4884C is to "Install, operate, and maintain Tactical Wide/Local Area Networks for Marine-Air Ground Task Force (MAGTF) Command Element (CE) of MEF(FWD) size or larger.


B. Revised mission statement (not formally documented):  "Provide for the installation, operation, maintenance, and management of tactical data networks and technical computer support for Joint Task Force (JTF) and MAGTF CE's of MEF(FWD) size or larger.

3.  TASKS (not formally documented)

A. In conjunction with higher headquarters, plan for JTF or MEF/MEF(FWD) data networks to include LAN/WAN and TCP/IP network design, development of wire diagrams, identification of equipment and materials required, and definition of manpower requirements to support the operation/exercise.


B. Install and maintain tactical LAN servers and cable plants for data networks employed by the MEF(FWD) or larger CE.


C. Install and maintain WAN interfaces with higher headquarters, subordinate and adjacent units and world-wide classified (SIPRNET) and unclassified (NIPRNET) data networks.


D. Provide/coordinate network management for all CE data networks.


E. Provide a data network interface for UNIX based tactical data systems (i.e. IAS, TCO, GCCS, TCCS, CTAPs, etc.)


F.  Provide Internet Protocol (IP) Administration for MEF Class B and C tactical networks.


G. Provide  technical computer support to the MEF(FWD) or larger CE during tactical operations/exercises.


H. Test and develop procedures for passing data over all tactical communications systems and equipment (to include single channel radios).


I. Maintain and manage the Communication Battalion's garrison and tactical LAN.

2001
REQUESTING AND COORDINATING NIPRNET/SIPRNET ACCESS FOR 

E-MAIL AND TACTICAL DATA SYSTEMS.

1.  GENERAL INFORMATION. 


A. NIPRNET. The Unclassified Internet Protocol Router Network (NIPRNET) is a world-wide unclassified data network currently being implemented/fielded.  The newer dynamic routing network will eventually replace the older Military Network (MILNET).  Bridges between these two networks are currently in place providing transparent access to both networks.  This network provides world-wide access to thousands of hosts and PC systems, to include the Marine Corps Data Network (MCDN).  Access to the INTERNET can also be coordinated.  The MEF Class C Networks 192.156.3.0 and 192.156.4.0 have been registered for Internet access.


B. SIPRNET. The Secret Internet Protocol Router Network (SIPRNET) is a world-wide classified data network (SECRET HIGH) currently being implement/fielded.  SIPRNET will support the Tactical Data Systems currently being fielded.   The newer dynamic routing network will eventually replace the older DSNET-1.  Bridges between these two networks are currently in place providing transparent access to both networks.  


C. TACTICAL DATA SYSTEMS (TDS)


(1) Intelligence Analysis System (IAS).  IAS provides the Intelligence Community an all-source fusion center capable of automated direction, collection, processing, production and dissemination of Commander's Critical Information Requirements (CCIRs).  IAS  uses embedded databases,  Tactical Remote Sensor  Systems (TRSS), Tactical Electronic Reconnaissance Processing and Evaluation Systems (TERPES), and national/theater sources.  Three IAS configurations can be deployed:  MEF IAS, IAS Suites, and IAS workstations.  All configurations use UNIX platforms.



(2) Tactical Combat Operations (TCO).  The TCO supports the operations element of the MAGTF, providing commanders with the ability to fuse, select, and display information from both MAGTF and joint sources down through the battalion level.  TCO capabilities include digital mapping support, automated message processing, mission planning, development and dissemination of operations orders and overlays, display of current friendly and hostile situations, and display of tactical control measures.  The TCO enables the G/S-3 to develop an electronic tactical map-board that can be transmitted to other TCO workstations throughout the MAGTF.  TCO runs on a UNIX platform.  The battalion will be fielded 4 TCO workstations.



(3) Global Command and Control System (GCCS).  GCCS is the single C4I system to satisfy the  C4I for the Warrior (C4IFTW) Concept.  GCCS will provides C4I systems for the strategic, theater, and tactical levels.  The system will support Crisis Action Procedures associated with unit readiness and status monitoring efforts; general operations planning, force deployment and employment; reconnaissance; movement planning, coordination, mobilization, execution management, and monitoring; logistics planning, support, and resupply of US and allied forces; and other staff functions directly related to command and control of forces such as medical, civil engineering, communications, personnel environment, and intelligence.  GCCS consists or will consist of a number of subsystems or modules to include:


- Joint Operation Planning and Execution System (JOPES) Applications 


- Requirements Development and Analysis (RDA)


- Scheduling and Movement (S&M)


- Logistics Sustainment Analysis and Feasibility Estimator (LOGSAFE)


- Joint Flow and Anaysis System for Transportation (JFAST)


- Joint Engineer Planning and Execution System (JEPES)


- Force Augmentation Planning and Execution System (FAPES)


- Medical Planning and Execution System (MEPES)


- Individual Manpower Requirements and Availability System (IMRAS)


- Ad Hoc Query (AHQ)


- Global Reconnaissance Information System (GRIS)


- Evacuation System (EVAC)


- Fuel Resource Accounting System (FRAS)


- Joint Maritime Command Information System (JMCIS)


- Joint Deployable Intelligence Support System (JDISS)


- Air Tasking Order (ATO)    


D.  E-MAIL.  E-Mail and local area network services will be provided through the Banyan Vines Network Operating System for both classified and unclassified messages.  Banyan servers will be installed on each network to support E-Mail, local applications, and message distribution.


E.  MESSAGE DISTRIBUTION SYSTEM (MDS).  MDS is a Server/LAN based application that will facilitate the distribution of record message traffic to a commander and his staff.  Access and configuration of MDS will be coordinated via the Communications Center and G/S-1.


F.  SIMPLE MAIL TRANSFER PROTOCOL (SMTP).  A SMTP gateway allows for the translation from a native mail format (i.e. Banyan E-Mail) to a SMTP format that generally will allow users running different E-Mail application programs to exchange mail.  SMTP is a standard protocol used heavily in IP based networks.  SMTP is considered a higher-level protocol in the TCP/IP family.  


G.  DOMAIN NAME SERVER (DNS).  A DNS is a distributed database that uses client/ server architecture.  The primary purpose of a DNS is to turn a host name into an IP address.  Host names are usually associated with Banyan Servers, UNIX workstations, or PC configured as IP clients (i.e. using SuperTCP/IP).  The format used generally follows a "username@host.domain" or "username@domain".  When sending SMTP mail, most users are familiar with an addressing scheme of smitht@mailhost.dpld.imef.usmc.mil.  The DNS will associate or resolve the "mailhost.dpld.imef.usmc.mil" with an IP address such as 192.156.3.18.


When deployed, I MEF would assign "sub-domains" such as 1mardiv.dpld.imef.usmc.smil.mil (on SIPRNET) for each MSC.  To facilitate the addressing of E-Mail, Telnet, FTP, etc. external to the MEF, the MEF server would set up a default address to the next higher DNS (i.e. Quantico).  The host addresses that can not be "resolved" internally will be forwarded to the default DNS.  More than one default DNS can be assigned.     


With Banyan Vines, DNS's are not absolutely necessary.  However, when using multiple UNIX workstations such as the TDS's on SIPRNET or working within a "joint" environment, a DNS will greatly assist in the "seamless" transfer of E-Mail between Banyan Vines and non-Banyan IP hosts.

2.  TECHNICAL CONSIDERATIONS

A. TRANSMISSION CONTROL PROTOCOL/INTERNET PROTOCOL (TCP/IP).    SIPRNET and NIPRNET are router based networks that use the TCP/IP communication protocol.  Each host/workstation (i.e. TDS or server) is assigned a unique Internet Protocol  (IP) address by the site IP administrator.  This address, in conjunction with the Network Identification Code (NIC) address on the network card, allows various "packets" of data to pass from one host/workstation to another.  A good analogy might be how a letter is mailed through the US Postal System.  The letter or "packet" is created.   Through the TCP/IP communication protocol, it is then put into an envelope (encapsulated), addressed to the sender (TCP/IP address), and sent (via electronic means).  The recipient receives the letter, removes it from the envelope, and reads it.  


Routers use the IP address like a Post Office would use a ZIP code to figure out where the mail or data needs to go.  The following protocols are generally associated with router configuration: 



(1)  Packet Encapsulation Protocol.  The packet encapsulation protocol is an "envelope" for the data packet.  When a packet is encapsulated, a header containing information is attached to the packet.  When CISCO to CISCO routers are interfaced, the standard packet encapsulation protocol is High-level Data Link Control (HDLC).  This protocol is CISCO proprietary.   When CISCO routers are connected to non-CISCO routers such as a WELLFLEET Router, the standard encapsulation protocol is Point to Point Protocol (PPP).  WELLFLEET Routers do not support CISCO's HDLC.    



(2)  Autonomous System Numbers (ASNs) - ASN are used to define homogeneous networks within an internetwork.  Generally,  seperate ASNs will be assigned to specific geographical sites, units, or non-homogeneous systems.  Each ITSDN gateway has a unique ASN.  I MEF also has a unique ASN (639).  ASNs are used in conjunction with routing protocols to ensure routing tables are exchanged correctly.



(3) Exterior Routing Protocols.  Exterior Routing Protocols are used to exchange routing information between different autonomous systems.  Routing tables are not necessarily all possible routes the router can take.  Routing tables define the primary routes to the other ASN defined networks which in turn do the same.  If routes are not defined, packets cannot be sent through the router.  




(a) EGP - Exterior Gateway Protocol - Routers exchange information by sending the entire routing table every 90 seconds.




(b) BGP - Border Gateway Protocol - similar to EGP, but only sends UPDATES to routing tables once the initial routing tables are exchanged.



(4) Interior Routing Protocols.  Used to exchange routing information within an independent network or homogeneous system (same ASN).




(a) IGRP - Interior Gateway Routing Protocol - proprietary to CISCO.




(b) RIP - Routing Information Protocol - distributes routing information up to 15 counts (hops) away from the original router.  Does not support multiple routes to a destination.




(c) OSPF - Open Shortest Path First - smart protocol that supports multiple routes to a destination.  


B. Key information to coordinate when accessing a NIPRNET/SIPRNET Gateway include:



Router Port Assignment



Channel Assignment on LRM



Host Router IP address



Our router IP address to Host



Subnet Mask of Gateway



Packet Encapsulation Protocol (HDLC/PPP)



MEF Autonomous System Number (ASN)



Gateway ASN



Exterior Routing Protocol (EGP, BGP4)



Interior Routing Protocol (IGRP, RIP, OSPF)



MEF Class C or B Networks used internally



Subnet Mask of MEF networks 

3.  INTEGRATED TACTICAL-STRATEGIC DATA NETWORK (ITSDN).  The Defense Information Systems Agency (DISA) implemented ITSDN in FY94/95.  The purpose of ITSDN is to provide gateway router support for deployed JTF contingencies and services that have a requirement to operate with Internet Protocol Routers (IPRs).  The ITSDN program installed 2 routers (one SIPRNET, one NIPRNET) and appropriate encryption devices at 10 strategic entry points.  These are found at the following sites:  


Wahiawa, HI


Ft Detrick, MD

Ft Meade, MD



Croughton, UK

Landstuhl, GE


Northwest, VA


Ft Buckner, JA

Cp Roberts, CA

Ft Belvoir, VA


Riyadh, SA




In theory, accessing these routers should require minimal coordination.  A request for ITSDN access would be made in conjunction with the GMF Entry Gateway request to DISA.  APPENDIX 3 TO ANNEX D TO DISA CONEXPLAN 10-95 addresses general information on NIPRNET/SIPRNET use and access.  The Mission Directive will provide IP addressing, router information, port and channel assignment, and coordination points of contact for each data network.  For additional information on ITSDN, see the Internet Protocol Addressing Plan dated 24 Jun 1994.  The Battalion's Data Communications Officer and SPEO have this DISA document.

4. COORDINATING ROUTER TO ROUTER CONNECTIONS.  Various DISA Monitoring Centers control the NIPRNET and SIPRNET routers (configuration and programming).  When the circuit is normalized and a router to router connection is made (or attempted) contact the DISA Monitoring Center.  The Mission Directive should reference the DISA organization supporting the exercise.  The DISA Analyst will ensure all routers are configured properly to support the operation/exercise.  They have the ability to modify routing tables and configurations as required.  

DISA (COLUMBUS) MONITORING CENTER -
 
DSN 312-850-4790

(NIPRNET REGIONAL CONTROL CENTER)

Comm:  614-692-xxxx

DISA (WASH) MONITORING CENTER -


DSN: 312-327-4010/4011/4012

(SIPRNET REGIONAL CONTROL CENTER)

Comm:  1-800-451-xxxx

DISA (PAC) MONITORING CENTER - 


DSN 315-456-1472/1474/1094









Comm: 808-656-xxxx

DISA (EUR) MONITORING CENTER - 


DSN 314-430-5532/5534/5148









Comm:  49-711-680-xxxx

2002  DATA COMMUNICATION EQUIPMENT AND CAPABILITIES
1.  ACM/MEF (FWD) DATA COMMUNICATIONS PACKAGE.   This package will provide the MEF (FWD) Command Element:


A.  NIPRNET and SIPRNET WAN access into a Gateway/Higher Headquarters


B.  NIPRNET and SIPRNET WAN access for 1 subordinate MSC


C.  NIPRNET and SIPRNET LAN access for 35-50 end users (total)


D.  TDS network management


E.  IP Network Management


F.  T/E:   



TAMCN

NOMENCLATURE



QTY


D1180


M1042 W/ S250 SHELTER MOUNTED
   2



B0002


AIR-CONDITIONER MOUNTED

   2



H8003


BANYAN SERVER SUITE


   4



H8001


LAPTOP (ROUTER)



   2



H8002


DESKTOP SUITE (NET MGT)

   3



HL176


CISCO 4000 ROUTER


   3



HL195


LAN REPEATER



   3



HL197


UPS





   7



H8018


CSU/DSU MODEMS



   4



H8018


ASYNC MODEMS



   2



A8082


KG-84C




   8



A8025


KYK-13




   2



A8024


KOI-18



   
   2






TOOL KIT




   2






SAFE





   1

    


G.  T/O:  0/1/9

2.  MEF (MAIN) DATA COMMUNICATIONS PACKAGE.  This package will provide the MEF (MAIN) Command Element with the following: 



A.  NIPRNET and SIPRNET WAN access into a Gateway/Higher Headquarters


B.  NIPRNET and SIPRNET WAN access for 7 subordinate MSCs/adjacent units


C.  NIPRNET and SIPRNET LAN access for 50-200 end users


D.  TDS network management


E.  IP Network Management


F.  T/E:   



TAMCN

NOMENCLATURE



QTY


D1059


5 TON W/ S280 SHELTER MOUNTED
   1



B0002


AIR-CONDITIONER MOUNTED

   2



H8003


BANYAN SERVER
SUITE


   8



H8001


LAPTOP (ROUTER)



   2



H8002


DESKTOP SUITE (NET MGT)

   5



HL176


CISCO 7000 ROUTER


   3



H8018


CSU/DSU MODEMS



   4



H8018


ASYNC MODEMS



   2



HL195


LAN REPEATER



   8



HL197


UPS





   11



A8082


KG-84C




   20



A8025


KYK-13




   2



A8024


KOI-18



   
   2






TOOL KIT




   3






SAFE





   1


G.  T/O:  1/1/18

3.  CONTINGENCY DATA NETWORK SUITES (CDNS).  MCTSSA has available, on request, CDNS suites capable of supporting NIPRNET and SIPRNET WAN access.  The CDNS is intended to be an interim data network package until the Tactical Data Network (TDN) gateway is fielded.  Each CDNS has been designed to support encrypted WAN connectivity to distant command posts and a LAN of up to 48 hosts all operating at the same classification level.  The CDNS is composed of two Command Element (CE) packages and six Remote Site (RS) packages which differ in size and the number of serial data connections available.  The CDNS is composed of a CISCO router, KIV-7 encryption devices, two LAN Hubs, a 2000VA UPS,  portable UNIX workstation (Hubs and UNIX Workstation not fielded yet), and HP Laserjet 4Si Printer.  The CE Package is configured with a CISCO 4500 capable of 2 ethernet and 8 serial ports, and (4) KIV-7 encryption devices.  The RS package is configured with a CISCO 2514 with 2 ethernet and 2 serial ports, and (2) KIV-7 encryption devices.   The KIV-7 is compatible with the KG-84A/C, but also capable of much higher data rates when interfaced with another KIV-7.  The UNIX Workstation will be capable of supporting a DNS and Network Management Software.  Requesting the CDNS from MCTSSA can be done via the MEF G-6.  

4.  TACTICAL DATA NETWORK (TDN) - SCHEDULED TO BE FIELDED FY98-FY00.  The TDN system will augment the existing MAGTF communications infrastructure to provide the Commander an integrated data network, forming the communications backbone for MAGTF Tactical Data Systems (TDS). 


The TDN system is comprised of two subsystems:  the TDN Gateway and the TDN Server.  The TDN Gateway will be deployed at the MEF and MSC levels and will provide access to the NIPRNET, the SIPRNET, and other services' tactical packet switch networks.  The TDN Gateways will consist of a HMMWV mounted shelter equipped with routers, Marine Common Hardware Suite (MCHS) computers, LAN hubs, Tactical Communication Interface Modules (TCIMs), KIV-7 communications security equipment, IDNX-20, UPSs, and patch panels.


The TDN Servers will be deployed at the MEF, MSCs, and units down to the Battalion/Squadron level.  The TDN Gateways and TDN Servers will provide the capability to share files, perform electronic message handling, and provide transparent routing of digital messages through the LAN, circuit switch, multichannel, and single channel radio subnetworks.

The TDN Server will be transported in three transit cases.  These servers will provide Marine Corps standard LAN services such as file sharing and E-Mail.  The TDN Servers equipment will include a router, MCHS computer, LAN hubs, TCIMs, UPS, and KIV-7 communications security equipment.

2003
ENCRYPTION DEVICES
1.  GENERAL INFORMATION.  When deployed, all circuits are required to be encrypted.  The following encryption devices are typically used on data circuits:


A.  KG-84A - The KG-84A is the standard encryption device found at all the ITSDN gateways and when interfacing with the other Services.  KG-84As are capable of supporting data rates up to and including 64KB.  The KG-84A is a point to point encryption device.  


B.  KG-84C - The KG-84C is the standard encryption device used in I MEF.  Like the KG-84A, the KG-84C is capable of supporting data rates up to and including 64KB.  The KG-84C is interoperable with the KG-84A.  The KG-84C is a point to point encryption device.


C.  KIV-7 -  The KIV-7 is a compact COMSEC device that will be fielded with TDN and the TDSs.  The KIV-7 is embeddable in the 5.25" disk drive of any personal computer or workstation.  The KIV-7 is interoperable with the KG-84A/C in specific modes.  It is also capable of supporting data rates much higher than 64KB when communicating with another KIV-7.  The KIV-7 is not compatible with the KG-194A.  KIV-7s are currently fielded with the CDNS. 


D.  KG-194A - The KG-194A can be used for data rates greater than 64KB.  The ITSDN gateways are capable of supporting a limited number of KG-194A connections.  KG-194As are also found on the backside of the ITSDN routers.  Special coordination with DISA is required when use of a KG-194A is desired.  The KG-194A is a point to point encryption device.  


E.  NETWORK ENCRYPTION SYSTEM (NES).  The NES, is a commercial off the shelf (COTS), network encryption system.  The key feature of the NES is that it only encrypts the data, not the IP address.  This allows the transmission of classified data on unclassified networks or SCI data on secret networks.  The NES, through software configuration and appropriate keymat, can be used to link multiple sites.  It is not a point to point encryption device.   

2.  TECHNICAL CONSIDERATIONS

A. The strappings and settings for the KG-84A are based on USCINCCENT MSG P181408Z APR 94, INTERIM C4I STANDARDS FOR ASHORE/AFLOAT SYSTEMS.  One key change to this standard is the clock.  The clock should be set in the slave mode and take external timing.  


B. KG-84As and KG-84Cs are interoperable.


C. Strappings between KG-84A/Cs do not have to match exactly.  KG-84A/C strappings are generally site and equipment specific.  The key strappings and settings that must match are:





Data Transfer Speed





TTY Mode





Comm Mode





Sync Mode


D. SERIAL CABLE INTERFACE STANDARDS.  With the increased emphasis on data networks and the installation of DISA ITSDN routers, a number of problems have arisen concerning the serial interface and signal sent/received by various units.  Services have had problems interfacing with each other and with the ITSDN pops.  Although the cable problems are slowly being resolved to support interoperability, a basic understanding of the cable interface is warranted.  



(1) There are two basic families of serial interface standards. There are commercial (or RS) standards and military (or MIL) standards.



(2) The commercial standards include RS-232, RS-422, RS-530, RS-449, V.35, and several proprietary standards. 




(a) Commerical standard cables are all similar in two parameters:





1. A negative voltage (-2V to -6V) as a mark.





2. A positive voltage (+2V to +6V) as a space. 




(b) Commerical standard cables differ in several parameters, mostly physical:





1. RS-232 uses DB-9 or DB-25 connector.





2. RS-422 has no physical connector specified. Proprietary cables usually utilize this standard, specifying their own connector and pinouts.





3. RS-530 uses DB-25 connector.





4. RS-449 uses DB-37 connector.





5. V.35 uses a unique 48 pin connector.





6. RS-232 is an unbalanced interface. All signals (data, clock, and control) use one pin, reference to ground.





7. RS-422, RS-530 and RS-449 are balanced interfaces. All signals use 2 pins, one + and one -. The + pin is referenced to the - pin. Both pins are floating from ground.





8. V.35 have balanced data and clock, and unbalanced control signals.



(3) Military standards are varied and many. The original MIL-STD used a POSITIVE MARK. This is incompatible with the commerical standards. Some of the newer military standards are a negative mark, and compatible with commericial standards.



E. Black side KG-84 cables need to be compatible with the selected data mode.  Generally cables will require CDI (ashore- <=32KB) or NRZ (ship (any rate) or ashore (>32KB)).


F.  For additional information on router, encryption device cabling, contact Data Communications Platoon.

3.  KG-84 STRAPPINGS AND SETTINGS FOR THE ALPHA AND CHARLIE
Strappings for KG-84C (compatible with KG-84A)
Front Panel Settings:

COND

A2-P2

IN
E1-12

Data Rate - 32KB

PTRS

A9-P2

OUT
E2-E3

Data Length -
SYNC

TIME

A9-P3

5SEC
E7-E8

TDM - OFF

IDLS

A9-P4

OUT
E11-E12
Clock - Slave

KEK

A9-P5

IN
E14-E15
SYNC Mode - 1 (Coord w/ gateway)







TTY Mode - 1








*SYNC - ON








**GRXC








**GTXC

* 
SYNC is OFF when Interfacing with a KG-84A (GATEWAY).

** 
Use CRXC/CTXC when interfacing with the gateway unless coordinated for gated.  
Strapping for KG-84A (DISA Standard)

Front Panel Switch Settings:

A1
ETCT

BAL

J6-J7

Clock
-2 (Slave)






J8-J9

Data Mode- Site Dependent  

A1
XMIT CNTL
BAL

J12-J13

Ship - 3 (NRZ) - Most cases







J15-J16

Shore - 5 (CDI) - Most cases

A1
INTERFACE  KG-84

J17B

Data Rate RX- 32KB Toggles

A2
TCTC

BAL

J6-J7

Data Rate TX- 32KB Toggles






J9-J10

Step Pulse Interval - 1 (Off)

A2
CLK LOCK
ENBL

J21-J22
Toggle - +0 (Off)








TTY Mode - 1 (Auto Rysync)

A2
CTCD/CTRS
BAL

J12-J13           *Interface - 1 (DISA STD IS 3)






J15-J16
Data Length - SYNC


A2
CTCD/CTRS
KG-84

J17-J18
*SYNC Mode - 1 (DISA STD IS 5)

A5
TIMEOUT
ENBL

J9-J10

Comm Mode - 1 (Full Duplex
)                   

A5
VUX

ENBL

J5-J6



A5
FILL SEL
KG-84

J12-J13


A6
U UPDATE
ENBL

J7-J8

A9
RED I/O
BAL

J14, J15  (SITE DEPENDENT)

A9
STEP PUL
DBL

J9-J10

A9
TX CLK
CONT

J11-J12



* To be coordinated with gateway.  

2004
NETWORK MANAGEMENT
1. MEF IP NETWORK ASSIGNMENT PROCEDURES.  The MEF G-6 will manage all IP Address assignments in support of tactical exercises and operations.  Major Subordinate Command (MSC) IP Address requirements and requests should be sent to the MEF G-6 Data Systems Officer.  A brief, but concise justification should be included that outlines IP requirements (i.e. estimate number of  TDSs, number of IP client banyan workstations, servers, routers, etc.).  This information will be used in determining assignment of networks or subnetworks.  At this time I MEF has been provided with the following IP addresses:


Class B
158.235.0.0  



Class C
192.156.3.0
- 9th Comm Bn/Command Element NIPRNET




192.156.4.0
- 9th Comm Bn/Command Element SIPRNET




192.145.5.0     




192.156.8.0     




192.156.9.0     




192.156.10.0   




192.156.13.0
- 11th MEU




192.156.14.0
- 13th MEU




192.156.15.0
- 15th MEU


In a standard notional MEF deployment, the MEF Command Element will be responsible for providing IP address assignment for the MSC's  external router serial port (i.e. MEF - GCE).  Standard procedures dictate higher headquarters will provide addressing to subordinates.  9th Communication Battalion will be responsible for assignment of specific IP addresses in accordance with exercise/operation planning guidance and requirements.

2.  NETWORK MANAGEMENT PROCEDURES 


A. GENERAL.  As data networks grow in complexity and size, it will become more imperative that network managment procedures be established and followed.  The MEF G-6 is responsible for overall network management.  Some duties and responsibilities will be delegated to 9th Communication Battalion for monitoring and management. 


B.  WIDE AREA NETWORK (WAN) MANAGEMENT  



(1) Routers.  CISCO or CISCO compatible routers will be used to support the MEF Command Element and must be available for NIPRNET and SIPRNET connectivity to the MSC Headquarter Elements.  With the increased emphasis and use of MAGTF TDSs and the increasing bandwidth requirements, Banyan Server to Server connections will not be feasible to support. 



(2) Simple Network Management Protocol (SNMP) Compliant.  All routers connected to NIPRNET and SIPRNET will be required to be SNMP compliant and have a pre-coordinated SNMP community statement added to the router configuration file.   Using SNMP products such as HPOpenView, the MEF Command Element and more senior headquarters elements will be capable of monitoring router network status.



(3) Identification of Banyan Servers and Keys.  Each MSC should identify the number, location, and key# of Banyan servers used to support NIPRNET and SIPRNET.  This information will be used in seamless Banyan connectivity as well as monitoring of the network.  In the planning cycle for each exercise the MSC should also identify whether a TCP/IP Server to Server logical connection will be made or whether VINES ROUTING will be enabled to support their wide area network access.


C.  LOCAL AREA NETWORK (LAN) MANAGEMENT


(1) LAN Management will generally be left up to the Command Element Administrators or MSC Administrators for the establishment of standard operating procedures such as mailbox sizes, standard profiles, etc.



(2) Deployable Accounts.  Deployable NIPRNET accounts will be created and used.  E-Mail from garrison accounts can be automatically forwarded if the command and user desires.  By using deployable accounts, traffic is reduced on the wide area network and responsiveness is increased for the users by logging into a local server.  



(3)  Internet Access.  Internet Access will be coordinated with the MEF G-6.  See Enclosure (1) for policy and procedures.


D. NETWORK NAMING CONVENTIONS


(1) USMC and MEF standard naming conventions will be used for NIPRNET (Unclassified) E-Mail.  




i.e. RANK FIRST MI LASTNAME@GROUP@ORG



(2) MEF SIPRNET naming conventions will use:





 BILLET@GROUP@ORG 


The NICKNAME ,where applicable, should be the last name of the primary user.  The STDA description should include the billet holders - NAME, RANK, and PHONE#.



(3) Tactical Data Systems (TDSs) will be named in accordance with their application type and configuration.  The following numbering scheme will be used:




1 - 
Communication Server




2 - 
File Server




3-9
Workstation



i.e. 
tco1.dpld.imef.usmc.smil.mil




ias3.1mardiv.dpld.imef.smil.mil


In example 1, the MEF Command Element has a TCO Unix System on line with a primary mission as a communication server.  In the second example, 1st MARDIV has a IAS Workstation on line.


E.  STEETTALK DIRECTORY ASSISTANCE (STDA) MANAGEMENT 



(1) SIPRNET.  The MEF servers will be configured as the Master STDA for all I MEF users.  Polling of a designated MSC servers will occur at 2400 each day or when directed.  The following schedule with be used by the MSCs for the building of Satellite STDAs unless directed otherwise:




3rd MAW CE:  
0200  daily




1st MARDIV CE:  
0300  daily




1st FSSG CE:

0400  daily



(2) NIPRNET.  Building of a USMC Unclassified STDA will be done prior to deployment by 9th Communication Bn or as directed when deployed.  MSCs will build Satellite STDAs in accordance with the following schedule:




3rd MAW CE:

0200
Sunday




1st MARDIV CE:
0200
Sunday




1st FSSG CE:

0200    Sunday



(3) Inclusion Files.  Inclusions Files will be required for SIPRNET in support of Tactical Data Systems (TDSs).  Each MSC will be responsible for building their inclusion files.  TDSs will be named in accordance with MEF Naming Conventions.


F.  DOMAIN NAME SERVER (DNS).  MEF will establish a DNS during designated deployments (if hardware/software is available).  The following domain names will be used unless directed otherwise:



(1) NIPRNET:  




MEF:  


dpld.imef.usmc.mil



(2) SIPRNET:




MEF:  


dpld.imef.usmc.smil.mil




3rd MAW:

3maw.dpld.imef.usmc.smil.mil




1st MARDIV:

1mardiv.dpld.imef.usmc.smil.mil




1st FSSG:

1fssg.dpld.imef.usmc.smil.mil


MSCs will be authorized to build their own DNS servers.  Coordination with MEF G-6 Data Systems Officer will be required.  IP Addressing for the MEF DNS servers/workstations will be published on the exercise/operation data planning diagrams.


G. VIRUS MANAGEMENT PROCEDURES.  Computer viruses can cause severe damage to data files and systems.  It is imperative that all network users on both NIPRNET and SIPRNET use virus scan software for the rapid identification and removal of computer viruses.  Depending on the type of virus and potential damage the following procedures should be taken:



(1)  Virus Scan software should be included in the profile of every LAN user.  Upon login, the computer will automatically be scanned.  Memory resident scan software may also be loaded.



(2) Upon identification of a Virus, the Network Administrator must make an immediate determination as to how lethal the virus is and how it is transmitted.



(3) If the Command Element/Unit is severely effected, the Network Administrator should initiate an immediate disconnection from the WAN and inform the MEF SYSCON.



(4) The unit should then attempt to remove the virus from all systems.  Warning messages should be sent to local users to re-scan computers and floppy diskettes.



(5) Once the virus has been removed, the MSC should request, via the MEF SYSCON and G-6, permission to re-enter the WAN.

Note:  Some viruses are obviously more damaging than others.  It is the responsibility of the LAN Adminstrator and subordinate SYSCONs to determine if disconnection is necessary.  If unsure, always disconnect.


H. COMMON USER WORKSTATIONS.  Common user workstation will be set up as required for LAN/WAN users without a dedicated LAN terminal.  All users will adhere to the same profile, and security measures as dedicated users.


I.  DE-CLASSIFICATION PROCEDURES.  At the completion of each exercise/operation, all computers processing classified information or connected to classified data networks such as SIPRNET must be purged of all information.  De-classification can be accomplished using the application NORTON Utilities (WipeDisk).  This product is NSA approved.

2005
NETWORK TROUBLESHOOTING  

1. OVERVIEW.  During initial Wide Area Network (WAN) installation it is imperative that a troubleshooting methodology be followed.  SYSCON should be the focal point of all troubleshooting.  SYSCON may direct TECHCON to work directly with a given section during activation, however this does not preclude keeping SYSCON informed of progress or problems.  

It is essential that only one variable be changed each time.  Changing multiple variables can lead to incorrect conclusions as to the cause of the problem.    

2. WAN/ROUTER TROUBLESHOOTING.  See Router Wide Area Network Checklist Enclosure (2).  All troubleshooting should be coordinated through TECHCON, SYSCON, and the distant end unit.


The Router Wide Area Network Checklist follows a step by step approach in verifying configuration and working the circuit in.  It should be used as a guide.  No assumptions should be made.  In the heat and frustration of troubleshooting, one site or the other may accidently or inadvertently change something.   Easy problems are turned into long drawn out problems if constant verification is not made.  The following is a brief description of what should be looked for:


A.  The first 13 steps are verifying the router configuration.  Addresses and protocols will be planned and coordinated prior to the exercise/operation.  It is recommended that the information (i.e. addresses, protocols, ASNs, etc.) be annotated on the checklist prior to use.  To confirm routing information type:



SIP#  SH CONF 



Note, generally, our gateway encapsulation protocol will be PPP when using an ITSDN router.  PPP will not allow for looping of a circuit, so HDLC will be used to work in the line.  Ensure that the encapsulation protocol is changed back to PPP when normaling through.  When switching to PPP the router interface must be reset.



SIP#  shut


SIP#  no shut

B.  KG-84 VERIFICATION  



(1) Verify KG-84 Strappings and Settings.  Refer to section 2003 for detailed information on correct strappings and configurations.



(2) Verify that the red and black side cables are good.  These should be tested prior to embarkation, however, we often need to verify they are still good.  This can be accomplished by putting a black side loop or by testing the pin configuration with a multimeter.  Cables are fragile and if mishandled, will break easily.


C.  WF-16 WIRE HOOK UP.  KG-84's use 4 wires.  Ensure that the Transmit and Receive wires are not inverted on the KG-84 Black Side Cable to J-Box interface.  The standard is "RED - TRANSMIT", "GREEN - RECEIVE".  TECHCON can assist in testing if the lines are inverted by using a patch cord.  They can also coordinate with the wireman to ensure the configuration is correct within the J-Boxes.


D.  PATCH CORDS.  Occasionally, the TECHCON (TSQ-84, SB-4097) or TSC-85B/TSC-93B  may have a bad patch cord.  If unable to get a successful loop and the router configuration and KG-84 appear good, have TECHCON change the patch cord.  TECHCON can check this by looping the signal before it travels through the patch cord.  This is a "hard wire" loop in the van.  Recommend verification of this when troubleshooting.


E.  MULTIPLEXER PROGRAMMING.  Multiplexers are used by the various Communication Systems to send data.  In principle they receive input from various independent circuits, multiplex it, and send one signal.  The signal is then de-multiplexed on the other side and broken down into the independent circuits.  The programming of these multiplexers must be verified.  DataComm personnel should request a list of channels used by the various communications systems to minimize confusion and assist in troubleshooting.   Key inputs are 



Channel Number







Channel Speed







Type of Signal being received (CDI, NRZ)



External Timing source



Encryption Device (KG-81) - LRMs



Program delay for LRM - 5 mil sec


Note:  the following multiplexers are associated with particular Communication Systems:



LRM  (TD 1389)- TSC-85B or TSC-93



LGM  (TD 1235)- TRC-170



RMC  (TD 1234)- MRC-142, TRC-170



FCC100 - TSC-85B, TSC-93, or TRC-170, MRC-142



Sole User Patches - Sole User Patches are when a signal is routed through a 
Switch Board (TTC-42 or SB-3865).  Programming on these should also be confirmed.


F.  BIT ERROR RATE.  TECHCON has the ability to use a FIREBERD to send dummy packets over the channel and determine the Bit Error Rate.  Generally, any channel with an Bit Error Rate of 10 -5 or better is considered adequate for transmitting/receiving data.  The following rates are generally considered normal for the type of transmission systems:



TSC-85B or TSC-93:  10 -7 thru 10 -8



TRC-170/MRC-142:   10 -5 thru 10 -6 


G.  LOOPING OR WORKING A CIRCUIT IN.  Circuits are worked in by "stepping" down the path.  Every VAN or piece of equipment in the string should be capable of looping the circuit.  When a good loop is in place, the crypto should "LOCK" (transmit and receive lights lit).  On the router the operator should see:


Serial ___ line up; protocol up (looped).  -  This will appear after 3 packets have 







     been successfully sent.


The DataComm operator should then be able to successfully PING his own serial IP address for the line.



If Vines Routing Option is configured, the router will display the error

"Duplicate Route Detected".  This is due to the server seeing "itself" through the loop.



Standard strapping for a KG-84 is SLAVE timing.  When looping prior to the first multiplexer, this setting MUST be switched to MASTER.  This is required because the timing source is cut.


H.  POWER HUMS - TECHCON has the ability to detect noise or power on the line.  Due to the fact that WF-16 is unshielded, it is wise to walk the cable and determine if a power line is running parallel with the data line.  Walking the line for both WF-16 and RG-58 should be done regularly.  Engineers and/or users often move cable or attempt to centrally locate ALL cable in a tent or building.  Data/Phone cables must be physically separated from power cables running parallel.  Data and power cables should cross at 90 degree angles.

3. WAN/SERVER TO SERVER TROUBLESHOOTING.  All troubleshooting should be coordinated through TECHCON, SYSCON, and the distant end unit.


A.  Server to Server Troubleshooting follows most of the same procedures set forth in the  WAN/Router Troubleshooting.  Servers tend to have less diagnostic capability than routers, so troubleshooting is not as easy.  Server to Server HDLC lines also tend to have a lower tolerance for hits.  


B.  Monitoring of HDLC Server lines can be done through the "Manage Serial Communications Option"

4. LAN TROUBLESHOOTING  


A. If possible inform users of pending down time attributed to troubleshooting.  Provide adequate time for users to save messages, etc.


B. Inform SYSCON of troubleshooting procedures.


C. Approach troubleshooting in a methodical manner.  



(1) Observe fault lights on repeaters (reset)



(2) Walk the line to ensure power cables do not intefer with LAN cables



(3) Ensure no user has disconnected the LAN



(4) Ensure software is configured properly



(5) Check for moved computers



(6) Look for loose connectors



(7) Scan/terminate cable from the beginning of the cable segment



    (Use a Cable Scanner or end node terminator for troubleshooting)



(8) Perform MNET to ensure a port on the server isn't at fault
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POWER AND GROUNDING
1.  POWER SOURCE.  Unless coordinated otherwise, data communication equipment such as  servers, routers, and encryption devices will be powered off of the Communication Detachment's generators.  Justification for using the Communication Detachment's generators vice other power sources include:


a. Better control and coordination with generator technicians and operators.


b. Planned and controlled power grid, unlike the Headquarters Commandant's power grid that supports the entire staff.  In past exercises, staff requirements were not totally flushed out, and electrical problems occurred due to "overload" of circuits.  Sudden drop or surge of power can damage the equipment.


c. Standard 110 Volt/60Hz house power maybe adequate in some cases, however "overloading of circuits" must be avoided.  A power study must be conducted prior to planned use.


d.  240 Volt/50Hz power should not be used as a power source for data communication equipment.  When equipment intended to operate on 60Hz is plugged into 50Hz, internal voltage will be incorrect, cooling fans will not operate correctly and excessive heat will be generated in the internal power supply.

2. POWER CONSUMPTION BY MAJOR END ITEM

Data Communications Equipment:



ITEM


HZ


KW CONSUMPTION 


Server


60


.7


PC


60


.35


Monitor

60


.22


UPS 900

60


.9


UPS 450

60


.3


Repeater

60


.04


LapTop

60


.1


HP Laser Jet

60


.88


KG-84A/C

60


.015


Hayes Modem

60


.015


UYK-83

60


.3


UYK-85

60


.1


BOO2


60


5


Other Communications Equipment Consumption Rates:


ITEM


HZ


KW CONSUMPTION 


TTC-42

60


16.7


TSC-85B

60


10


TSC-93B

60


5


TSQ-84

60


18.3


TSC-96

60


2.5


MSC-63A

60


30


SB-3865

60


.3


SB-3614

60


.2

3.  GROUNDING.  Grounding is very important to proper operation of equipment.  Improper or poor grounding can lead to damaged equipment or degradation of LAN performance.  Grounding should be done at three levels:


a.  Generator - At the generator - done by the generator operator/tech.


b.  Turtle - Normally DataComm will be connected to a 15/30KW Turtle.  The Turtle should be grounded.  Coordinate with the Generator operator/tech to ensure the Turtle is grounded. 


c.  Individual Equipment - ALL EQUIPMENT to include servers, routers, and KGs should be individually grounded.


d.  240V Power.  When deployed outside the US, 240V/60Hz power may be used with a host nation, but not 240V/50Hz.  Although data communications equipment should not be connected to this power source (will use Comm Det's generators), MEF staff PCs may be required to use host nation power.  The following precautions are offered to minimize voltage on the LAN cable and reduce the chance of damage to PCs:



(1) Use Power Converter that support a 3 prong (Hot, Neutral, Ground).



(2) Test the polarity of the plug (240V side).  This two prong plug does have a right and wrong way to plug in (Hot/Neutral).  The difference between polarity is approximately 100V.



(3) Ground the T-Connector to the LAN and PC using 18 gauge wire.  Use a multimeter to test the LAN cable.  (Red Lead to T-Connector, Black Lead to deck/floor)



(4) Ensure that grounds are salted and watered regularly.

INTERNET ACCESS GUIDLINES
Ref:
(a)  DoD Directive 5230.9, Clearance of DoD Information for Public Release 


(b)  SECNAVINST 5720.44A w/ change 1, Public Affairs Policy and Regulations


(c)  SECNAVINST 5211.5D, Personal Privacy and Rights of Individuals Regarding 

      Records Pertaining to Themselves


(d)  CNO ALCOM 035/95, Guidelines For Naval Use of the Internet


(e)  SECNAVINST 5239.3, ADP Security Policy


(f)  SECNAVINST 5239.08A, COMPUSEC Procedures


(g)  MCO 5271.4A, Electronic Mail Policy and Guidance


A.  PURPOSE.  To provide policy that effectively balances Marine Corps information needs against the risk of compromising our information networks and resources.  Specifically, this policy will address Internet access, use, and security.


B. APPLICABILITY.  This policy applies to all  Marine Corps military and civilian employees , contractors ,and other affiliates who use the Marine Corps network.  This is regardless of the user's location when accessing the network. 


C. THE  NEED FOR INTERNET ACCESS.  The Marine Corps provides users access to the Internet for the sole purpose of research, training , and/or communication that is directly related to official unclassified  U.S. Government business.  These services have costs associated with them.  Therefore, Commanders should use discretion when validating a need for individual user Internet access. In particular, commanders should consider the following:



1)  Is the service critical to mission accomplishment?



2)  Do information benefits outweigh security risks? (see refs (e) and (f))


Local commanders will establish policies which document the criteria for permitting and providing Internet access, as well as, maintain documentation that identifies the mission need and value-added utility to be derived from this access.  Ref (c) applies. Samples can be obtained from C4I, HQMC.  Finally,  Internet access will be via a Marine Corps approved standard. 


Connectivity to the Internet beyond the Marine Corps security architecture (firewalls) currently being installed and home page establishment and standards will be addressed via separate policies.


D. INTERNET USE.  Marine Corps sponsored access is to be used to access only publicly available information.   ONLY OFFICIAL UNCLASSIFIED U.S. GOVERNMENT BUSINESS is authorized to be conducted .  Recreational, unvalidated, non-official use of the Internet via the Marine Corps network is prohibited to include, but not limited to, access to or downloading of files containing games, classified material, or pornographic material in any format.  USE OF UNCLASSIFIED E-MAIL FOR PERSONAL MAIL DURING EXTENDED DEPLOYMENTS WILL BE AT THE DISCRETION OF THE MEF COMMANDER.    


Refs (a) and (b) require that all information being made available to the public be cleared through appropriate security and public affairs channels prior to release, regardless of the medium used for transmittal.  Therefore, users must ensure that any Marine Corps unclassified information which is intended for publication or dissemination to the public via the Internet must be submitted to the Public Affairs office at the command for review PRIOR to its release in compliance with those references.  This applies to postings to newsgroups and World Wide Web home pages.  Postings and other correspondence are tied to the Marine Corps, and therefore, could reflect negatively on the Marine Corps' reputation as a whole.


D. SECURITY.  All  Internet access must be via the Marine Corps network to established points of presence only.  Systems with servers connected to the Internet  must have received formal approval by their local commander and comply with refs (d), (e), and (f). 

Per ref (a), all Marine Corps hosts will display a Marine Corps approved logon warning banner indicating the system is subject to monitoring and that the user consents to such monitoring in compliance with ref (g).

Refer to ref (g) regarding security issues pertaining to electronic mail. 

DATA SYSTEMS PLANNING CHECKLIST
1.  ____ GATEWAY ACCESS COORDINATION.


____
Bandwidth Requirements?  (over 32KB will require special coordination)


____
Request for NIPRNET/SIPRNET incorporated into Satellite Access Request 



(SAR).



____
Provide MEF IP Networks to be used



____
Router Type



____
Encryption Device



____
Data Rate



____
Exterior Routing and Encapsulation Protocol




(i.e. BGP4/EGP and PPP/HDLC)


____
Standard Gateway COMSEC required:  ICP USKAT:  C5573


____
Coordinate/confirm KG-84A/C front panel settings with Gateway


____
Contact DISA, per Mission Directive, 7-10 days prior to scheduled activation



to confirm IP addressing and routing information.


____
In conjunction with MEF G-6, coordinate with RASC, Camp Pendleton in the 


establishment of a NIPRNET 
Server to Server Connection.

2.  ____ MEF WIDE AREA NETWORK (WAN) REQUIREMENTS.


____
Number of Subordinate/Adjacent Commands/Units requiring serial port 



router access



____
Determine appropriate router type 
CISCO 4000  (2 Serial/4 Ethernet)









CISCO 7010  (8 Serial/6 Ethernet) 


____
In conjunction with Bn SPEO and G-6, identify transmission system



links that will be used to support data networks.


____
Identify Data Rates to subordinates.


____
Determine Interior Routing and Encapsulation Protocol to be used with 



subordinates (i.e. IGRP/OSPF and HDLC/PPP)


____
Determine CSU/DSU lease line requirements


____
Determine number of hosts (MEF Command Element) requiring an IP address



(UNIX TDS Workstations and PCs configured as IP clients.



____
Determine appropriate IP Subnet Mask to be used


____
Design a detailed IP data network for NIPRNET and SIPRNET



(MEF CE will provide IP addresses for MEF/Subordinate IP interface)


____
Determine COMSEC Keymat to be used (generally will use same as w/



gateway)


____
Coordinate Domain Name Server (DNS) access/use if required.

3.  LOCAL AREA NETWORK REQUIREMENTS


____
Determine number of PCs to be connected to each network



(Input should be provided by G-6)


____
Determine the number of Print Services Required


____
Determine number of Tactical Data Systems  (TDS) to be connected to



SIPRNET (i.e. GCCS, IAS, TCO, CTAPS, etc.)


____
Identify geographical area the MEF command element will use



(Tents, buildings, or trailers?)  Physical separation/distance between



sections.


____
Determine cabling and connector requirements (RG-58, fiber optic, thick



ethernet, BNC connectors, terminators, Ts)




RG-58 - max distance 200m




Thick Ethernet - max distance 500m.




Fiber Optic - max distance 2 miles


____
Determine number of Repeaters required.



(Dependent on physical layout of command element, and number of 



PC/Laptops/TDSs)


____
Determine number of Servers required.



(Dependent on Applications - Plan for 1 Server per 35 users when MDS



is being used.)


____
Design a detailed  LAN diagram with appropriate cable segments, repeater,



routers, servers, TDSs, and IP Clients identified. 


____
Server Application Requirements



(i.e. MDS, E-Mail, etc.) 



____
Determine number of LAN Dial-In Required and type of interface 



(i.e. KY-68, STU-III, Hayes Modem)

4.  LOGISTIC AND PERSONNEL PLANNING.


____
Based on requirements and preliminary planning, determine BOM requirements.


(Use BOM CheckList as a Guide - Enclosure (4))



**BOMs must be submitted 45-60 days prior to deployment


____
Based on equipment requirements and geographical location, determine



embarkation requirements to include shelters to be used (HT, WT, Width, Length)


____
Submit appropriate Log Requests for lifting and transporting of Shelters or



Pallets (if required)


____
Determine power requirements (generally, 15KW - 120V 60Hz)


____
Determine number of personnel required to support exercise/operation



Keep in mind:




- WAN Monitoring/Maintenance will generally require 2 Marines per shift




- Help Desk - 1 Marine per shift




- LAN Troubleshooting - 1 Marine per 35 computers per shift




- 24 Hour Ops (12 hr shifts)




- Duration of exercise/operation


____
COMSEC Request to CMS


____
Coordinate priority DSN/INMARSAT access for initial SIPRNET/NIPRNET



installation


____
Coordinate (1) AN/GRA-39 per shelter (when using HMMWV mounted



shelters arrange for (2)) 


____
Coordinate separate J1077 (J-Box)/26 Pair Cable for data serial connections



for each shelter. (Reduces conflicts with wire/telephone connections - 



recommended when supporting multiple serial line connections.)

5.  NETWORK MANAGEMENT.


____
In conjunction w/ G-6, coordinate appropriate IP Address Managment


____
Per G-6 input, create appropriate user accounts in accordance with Marine Corps



and MEF standards


____
In conjunction w/ G-6, implement a Virus Management Plan


____
In conjunction w/ G-6, implement an ADP Security Plan


____
In conjunction w/ G-6, implement an Internet Access Policy

6.  PRE-EXERCISE EQUIPMENT PREPARATION.


____
Identify equipment required to support the exercise/operation.



(See Embarkation Checklist - Enclosure (5))


____
Configure and test servers in accordance w/ Server Checklist (Enclosure (6)).


____
Configure and test routers and repeaters in accordance w/ Router/Repeater



Checklist (Enclosure (7))


____
In conjunction with a Crypto Tech, confirm proper KG-84 strappings


____
Inspect and Test all KG-84 red and black side cables


____
Configure and test all CSU/DSU modems and cables


____
Preconfigure and bench test equipment string.  Refer to Enclosure (8) for



equipment strings. 


____
If feasible, coordinate a DataComm pre-test/configuration exercise with



subordinate units


____
Ensure all application, diagnostic, and server software is loaded to each server



and on diskette (2 copies). 


____
Ensure all UPSs are tested.


____
Ensure all Network and Router Management PCs/Laptops are configured



and tested properly


____
Ensure all equipment is embarked in a manner that will miminize equipment



damaged.


____
Ensure appropriate backup equipment is tested and embarked

                                                           BOM CHECKLIST
QTY
NOMEN                                                     NSN                  SOURCE
_____
CONNECTOR, BNC, CRIMP-ON
5935004834252       
SASSY



_____
TERMINATOR, 50 OHM, COAX
5985008359469        SASSY

_____
ADAPTER, BNC, T


5935009267523        SASSY

_____
CABLE, RADIO, FREQ
6145005426092
SASSY

_____
DB-25, FEMALE
5935004109250
SASSY

_____
DB-25, MALE
5935004899999
SASSY

_____
BACKSHELL, DB-25
5935011821716
SASSY

_____
KG-84C, BLK I/O
5935005008817
SASSY

_____
KG-84C, RED I/O
5935003063219
SASSY

_____
KG-84C, BACKSHELL
5935013077624
SASSY

_____
COMPRESSED AIR
30054915002025
ANIXTER

_____
DISKETTES, FLEX, 3.5" DHSD
704501D010197
SELF-SERVE

_____
DRY CLEAN, 3.5" DISKETTE
704501D008450
SELF-SERVE

_____
TAPE, EDP, MAG, 150MB
7045013210642
SELF-SERVE

_____
LAN CARD, 3 COM 509 COMBO
702501D016424
SELF-SERVE

_____
BATTERY, 9V
6135013829204
SELF-SERVE

_____
BATTERY, KG-84, BA-1342
6135008013493
SELF-SERVE

_____
TAPE, DUCT
7640001032254
SELF-SERVE

_____
TAPE, PRESS SENS, CLOTH
7510008909875
SELF-SERVE

_____
TAPE, INSULATION, ELECT
5970004194291
SELF-SERVE

QTY
NOMEN

                         
NSN                       SOURCE


_____
TIES, CABLE
5975001563253
SELF-SERVE

_____
TAG, BLANK, PLASTIC
9905005378995
SELF-SERVE

_____
BAGS, PLASTIC, SMALL
8105008377755
SELF-SERVE

_____
BAG, PLASTIC, POLY, 39X33"
8105011839768
SELF-SERVE

_____ BOOKS, MEMO, SMALL
7530002439366
SELF-SERVE

_____
BOOKS, MEMO, OLIVE DRAB
7530002223521
SELF-SERVE

_____
PAD, WRITING
7530011245660
SELF-SERVE

_____
PAPER, TRACTOR FEED
753001D910021
SELF-SERVE

_____
PAPER, COPIER
7530001817174
SELF-SERVE

_____
PEN, BALLPOINT, RETRACT
7520009357135
SELF-SERVE

_____
MARKER, PERM, BLK
7520003126124
SELF-SERVE

_____
ROCK SALT
6810000000072
SELF-SERVE





EMBARKATION CHECKLIST
QTY



NOMENCLATURE
_____
SERVER SUITE (PER SERVER CHECKLIST)

_____
PC NET CNTL WORKSTATION SUITE

_____
CISCO 7000 ROUTERS

_____
CISCO 7000 (60 PIN SERIAL) RED SIDE KG CABLES

_____
CISCO 4000 ROUTERS

_____
CISCO 4000 (50 PIN SERIAL) RED SIDEKG CABLES

_____
UPS

_____
PRINTERS 

_____
PRINTER CABLES

_____
LAPTOPS

_____
XIRCOM ADAPTER W/ POWER CABLE

_____
REPEATERS

_____
TRANSCEIVERS

_____
AUI CABLES

_____
KG-84C W/ BLK SIDE CABLE & POWER CABLE

_____
KG-84A W/ BLK SIDE CABLE & POWER CABLE

_____
KG-84C 25 PIN RED SIDE KG-84 CABLES (FOR SERVER TO SERVER)

_____
KG-84 LOOP BACK PLUGS (RED AND BLACK SIDE)

_____
KYK-13

_____
KOI-18

_____
PARADYNE MODEMS  (CSU/DSU) 

_____
PARADYNE TO KG DATA CABLE

_____
HAYES MODEMS W/DATA CABLE

_____
KY-68 DATA CABLE (KDIC)

_____
STU III PHONES

_____
TOOL KITS (W/ CRIMPER, STRIPPER)

_____
MULTIMETER

_____
CABLE SCANNER

_____
DRILL

_____
GROUNDING RODS/WIRE

_____
ROCK SALT

_____
ADMIN SUPPLIES
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